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Railways, Mines. Electricity Boards. Chemical and 
Processing Plants. Defence. Marine and Aircraft Systems. 
TV. Post and Telegraph Services-these are just some of 
the public and private industries that are beginning to 
look to optical fibre for better communications. 

TCL. GEC Telecommunications Limited and Marconi 
Space and Defence are ideally placed to offer compre­
hensive assistance in this field. Their combined research 
and manufacturing programme has fathered the only 
complete British-made optical communications system. 
Teloptics - and. today, they have the know-how and 

capacity to produce entire system turn-key installations. 
In addition to its complete immunity to electro­

magnetic radiation. optical fibre promises many other 
advantages over conventional copper circuits. For 
example. low attenuation coupled with high bandwidth. 
Small flexible and light of character, it also eases hand­
ling and installation. And ultimately there's the obvious 
benefit of low product-cost and low scrap value. 

If you want to know more about Teloptics - facts. 
figures or advice - contact the Tel optic Communications 
Department. Telephone Cables Limited. 

Telephone Cables Limited, Dagenham, England, Telephone: 01-592 6611 

Cables: Drycore, Dagenham. Telex: 896216 
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Do you know how much it's costing you to 
service the supervisory indicators on 10 + 50 
type cord and indicator switchboards? 

Too much I 
Because now you can fit a neat little solid 

state device-one per extension line-and 
forget that supervisory indicators ever had those 
unreliable, cost-absorbing mechanical contacts. 

It's called the Detector/Driver S.618001 
and you can get it from 
Pye Electro-·DevTces 
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EDITORIAL 

The development of postal mechanization is a continuous 
process. From the introduction of the first stamp­
cancelling machine (circa 1859) to the present-day 
mechanized letter-offices and parcel-concentration offices, 
the motivation of postal engineers has been the develop­
ment of machines and facilities to ease the physical effort 
required of postal workers and improve the efficiency of 
the postal services. In latter years, the influence of 
technology has extended beyond the direct substitution 
of manual processes by their automatic equivalent to 
affect the traditional way of handling mail. 

Under the British Post Office's (BPO) letter post plan, 
many items of mechanized plant have been introduced in 
recent years and are in common use: for example, auto­
matic letter-facing machines, segregators, coding desks 
and automatic letter-sorting machines. In all such de­
velopments, ergonomic factors are given the utmost 
consideration; conditions at the man/machine interface, 
physiological and environmental factors, all influence the 
design and development of plant used in the postal 
business. 

An example of the influence of ergonomics and other 
related factors on the design and realization of plant in 
the field of postal engineering is given in the article on 
page 70 of this Joumal, which describes the 'easy-view' 
coding desk that is being installed by the BPO in its 
new mechanized letter-offices. 
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An Easy-View Letter-Coding Desk 

D. EVANS, B.sc .(ENG.), A.c.0.1., E. G. HILLS, c.ENG. , M. I.E.E., M.I.MECH.E. and 

c. s. WICKEN, C.ENG. , M.I.E.E.t 

UDC 681.187: 656.851: 658.3.04 

Letter-coding desks 111ust be ergo11on1ica/ly sound and provide a pleasant working enviro11111e11t, particularly 
as coding duties occupy a considerable part of the desk operator's working life. Because coding desks are 
needed li1 greater ntnnbers than any other 111achine in postal 111echanisation, they n1ust be of low cost. 
A novel type of coding desk, for which Juunan factors and 111echanical si111plicity were the 111ai11 design ai111s, 
is described in this article. Thh1 coding desk has now been adopted by the British Post Office as the standard 
for equipping its 111echanized letter-offices. 

INTRODUCTION 

A letter-coding desk is the equipment used by a postman to 
print machine-language addresses on items of letter mail so 
that, subsequently, the letters can be sorted automatically, 
thus saving manpower. Letters are presented to the coding­
desk operator Who copies the public postcode (written by the 
sender) onto a typewriter-style keyboard. The coding-desk 
control system consults a computerized library of addresses 
known as a translator1; from the translator is obtained a 
machine-language version of the address, which is printed on 
the envelope in the form of a binary code of luminescent 
dots2• 

The first generation of coding desks used by the British 
Post Office (BPO) evolved from the letter presentation unit of 
an earlier single-position letter-sorting machine3, and included 
many complex and costly mechanisms4• Because coding desks 
are required in considerable numbers, the BPO reviewed all 
aspects of coding-desk design; in particular, attention was 
given to operator comfort, mechanical simplicity, reliability, 
cost and compatibility with other machines in the· letter­
sorting system. From this review, a number of operational 
requirements and engineering design aims emerged. 

A study of the main operational requirements established 
the following points: 

(a) Unlike the previous designs of coding desks, which 
had a height of approximately 2 m, the new coding desk had 
to be designed to a height approximating to that of an office 
desk. 

(b) The coding desk should be ergonomically matched to 
the operator. 

(c) The capital cost should be low. 
(d) The floor space taken up by the coding desk and its 

operator should not exceed that of the earlier types of coding 
desk. 

(e) The supply of letters to a suite of coding desks should 
be replenished automatically from a single letter-feed point. 
(This requirement was later dropped in favour of the hand 
loading of individual coding desks.) 

(f) The coding desks should fit together to enable a 
coding suite to be assembled, ·and positioned such as to be 
compatible with the office traffic-flow pattern, thus minimizing 
the transportation of mail within an office. 

(g) After coding, letters from all the desks forming a 
suite should be collected by a single aggregating belt and fed 
automatically to letter-sorting equipment. 

t Postal Mechanisation and Buildings Department, Po.stal 
Headquarters 
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(/z) The intrinsic rate (that is, the rate at which letters can 
be presented to a coding-desk operator) should be fast enough 
to prevent frustration of the fastest operator. 

To the operational requirements were added the following 
engineering design aims: 

(a) simple and reliable mechanics, 
(b) low maintenance cost, 
(c) use of established letter�handling principles, and 
(d ) minimal effect on the sorting office environment; in 

particular, a low noise level. 

ERGONOMICS 

During the exan1ination of ergonomic factors, the method of 
letter presentation was considered to be the most important 
area in which change was necessary (when compared with 
the existing design of coding desks); and it was from this 
aspect that the new design of coding desk evolved. 

One of the prime aims of the coding-desk design was to 
ensure that it would fit the person required to operate it. The 
aspects considered fell into 3 groups: letter-presentation 
factors; physiological factors (such as, leg space and elbow 
room); and environmental factors (such as noise and heat). 

Letter Presentation 

The first consideration for the design of the new coding desk 
was the method of presenting letters to the operator. It was 
observed that, under prescribed conditions, it was possible 
for a coding-desk operator to read an address while a letter 
was moving. 

It had already been established (from experience of earlier 
models of coding desks) that, if more than one letter was on 
display at a time, the operator's output could be increased. 
Also, it was known that machines that presented letters to 
an operator's view at  a fixed rate were unacceptable because 
of the variation in time required to code individual letters. 

Human eyes are able to range more comfortably over 
a greater angle laterally than they can vertically. If letters are 
presented to an operator in the form of a continuous stream 
moving from right to left at a speed controlled by the operator, 
then natural reading ensues; this fact was confirmed by 
subjective tests, and the method was found by experienced 
operators to be superior to other modes of presentation. It 
was from this feature that the nan1e Easy- View Codli1g Desk 
was derived. Furthermore, this simple direct-viewing system 
was preferred on grounds of readability and operator access 
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FIG. I-Presentation of letters to coding-desk operator 

to the letters. Fig. 1 shows the method whereby a queue of 
letters moves from right to left across the field of view of the 
operator. 

The moving queue of letters is totally unlike the presentation 
system of other coding desks, in that there is no fixed location 
for a letter when coding takes place. Therefore, it is imperative 
that the position of the letter to be coded is indicated to the 
operator. This is achieved by means of a letter-position 
indicator, which takes the form of a ribbon of light that 
extends from the letter entry point on the right to the letter 
to be coded; thus, all uncoded items are underlined. Naturally, 
all the letters forming the queue move at the same velocity 
across the presentation zone; the velocity is determined by 
the position of the letter being coded. If all letters on view 
have been coded, the queue velocity will �e at a maximum of 
20 m/min. An uncoded letter entering from the right will 
cause the queue speed to reduce and, if no code keying takes 
place, the queue speed will reduce to zero with the letter 
to be coded positioned on the left-hand side of the pre­
sentation zone. Code-keying can take place at any time after 
a letter has entered the presentation zone. When the coding 
of a letter has been completed, the speed control reverts 
automatically to the next letter to be coded. The mean velocity 
of the moving queue is dependent on the position of each 
letter when coded. By matching the velocity of conveyance to 
the reading task, the angular movement of an operator's eyes 
is minimized. 

Code-keying and address reading are 2 functions that can 
be carried out simultaneously, but independently, by an ex­
perienced operator; that is, an operator can key the code for 
one letter while reading the address of the next letter following. 
This faculty is known as pre-reading and increases operator 
throughput. 

Physiological Factors 

The new letter-presentation principle would prove successful 
only if other ergonomic factors (for example, viewing angle 
and distance) could be optimized for the wide range of 
physical characteristics of the postmen who operate the desks. 
Based upon the initial assumption of the use of a standard 
(450 mm) high office chair, and the use of anthropometric 
data, the critical dimensions for the desk, in terms of arm 
and leg reach, range of eye levels etc., were determined. 
It was found that a fixed height of letter presentation, com­
bined with a fixed-angle easel of length 60 cm, gave the vast 
majority of the operators an optimum viewing angle and 
distance (assuming of course, that the operators have normal 
or corrected vision). Although humans are adaptable to 
reading under wide ranging conditions, it has been established 
that the most relaxed position for reading is with the head 
and eyes angled slightly down. Having set the nominal height 
of the chair and the position of the viewing easel, it was 
found that an adjustable keyboard level was required to 
accommodate the range of personnel who operate the desk. 
A generous leg-room requirement was a determining factor 
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(a) Letter-viewing arrangements 

(b) Coding desk 
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KEYBOARD ZONE 

F10. 2-Coding-desk letter-viewing and seating arrangements 

in the size of the desk and precluded some of the early com­
ponent layouts. The letter-viewing and seating arrangements 
are shown in Fig. 2. 

'.fhe basic design of the presentation zone has the added 
advantage that little glare or specular reflection from the 
letters occurs. Therefore, there is no need for individual desk 
lighting, provided that ambient lighting in the coding-desk 
area is correctly positioned and provides an illumination of 
about 330 Ix. This factor is significant because glare can 
produce fatigue and frustration in operators. (Glare can be 
a particular problem with window-type envelopes.) An 
operator has direct access to the letters; this facility enables 
removal of any letters which are not suitable for the sub­
sequent automatic letter-sorting process; for example, re-used 
envelopes that already bear code-marks. 
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Environmental Factors 

High noise pressure levels in a working environment are not 
conducive to accuracy, and experience with early coding-desk 
equipment showed the need to minimize noise at source 
rather than recourse to acoustic suppression treatment later. 
The major potential sources of high levels of noise were 
motors, gearboxes, a vacuum pump, and the code-mark 
printer mechanism. The method of letter presentation has 
been achieved by use of an exceedingly simple mechanical 
arrangement that, in the main, uses low-speed components. 
The use of smalI motors, mounted independently from the 
machine framework, reduced the level of vibration transmitted 
to the main machine surfaces, with the result that the machine 
noise level is below 70 dBA. The simple mechanical design of 
the coding desk results in a low heat dissipation and avoidance 
of operator discomfort. The low height of the desk ensures a 
pleasant open-style office layout, and the non-vertical method 
of presentation ensures that no local lighting is required. 

MECHANICAL DESIGN 

The Easel 

The presentation section of the desk is an easel, on which the 
sill supporting the bottom edge of the letters takes the form 
of a narrow conveyor belt. To ensure adequate drive to the 
letters, the friction of the easel material has to be as low as 
possible, and that of the sill belt as high as possible. The 
frictional requirements of this simple form of drive dictate 
that a letter's angle of repose is controlled within a narrow 
sector, which fortllnately includes the optimum viewing angle. 
It is necessary to correctly register the bottom edge of each 
letter for code-mark printing. This is achieved by the sill belt 
which is used as the base reference. The letter-position 
indicator is sited immediately beneath the sill drive belt, and 
is well within an operator's field of vision. 

Equipment Mounting Planes 

An equipment and seating arrangement which provides a 
space to accomn1odate the operator's legs is illustrated in 
Fig. 3, and affords a natural plane upon which to mount the 
desk components. A second equipment-plane, mounted at 15° 
to the vertical, is provided to carry the replenishment corn-
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FIG. 3-Letter-fced presentation 

ponents and facilitate the inevitable cross-overs between the 
input mail from the con1mon replenisher feed-unit and the 
mail discharged onto the aggregating conveyor (see Fig. 4). 
The components of the letter path are mounted on 2 alu­
minium plates which form the equipment planes. 

Replenishment Systems 

Auto111atic-Rep/e11islune11t, Destacker and Transport Syste111 

The automatic-replenishment transport system consists of a 
common highway running the entire length of the coding-desk 
suite, with a distributor branch to each desk. Batches of abput 
30 letters are despatched from the feed unit to the coding 
desks in the form of short streams of overlapping letters, 
known as tiles. A call for mail from a particular coding desk 
may take some time to satisfy because of the transit time 
along the highway, and because priority is given to any other 
desk calling at the same time and further from the replenisher 
feed-unit. To avoid delaying an operator due to lack of letters, 
the branch to each desk was engineered as a separate belt­
system, known as the back-up store, from which a destacker 
can receive an immediate supply of letters. When the mail in 
the destacker falls to the re-order level, the desk registers its 
call for more letters from the replenisher feed unit, and signals 
the back-up store to run its waiting tile of letters into the 
destacker. The replenishment sequence is completed when 
the back-up store runs briefly for a second time to receive the 
replacen1ent tile. 

To make the desk as compact as possible, the diverter and 
part of the back-up store are mounted on the adjacent up­
stream desk and, in the case of the coding desk adjacent to 
the replenisher feed unit, a back-up store and diverter are 
incorporated within the feed unit. 

The automatically-replenished destacker, which is siniilar 
to -that used in earlier postal equipment, is shown in 
Fig. 5, and operates on the principle whereby the bottom 
letter is pulled out by a vacuum-assisted friction belt while 
the next letter is held back by rubber snubbing rollers. These 
rollers must remain virtually stationary as far as the letters 
are concerned, but allowed to rotate very slowly to even out 
wear. In the easy-view coding desk, the snubbing rollers have 
been replaced by spindle-mounted polyurethane spheres whose 
axes are inclined at a small angle to the letter path so that a 
small component of the letter velocity is available to cause the 
spheres to rotate slowly. This innovation5, which is illustrated 
in Fig. 6, has proved effective and cheap. To minimize the 
presentation velocity for any given throughput, it is important 
to keep the average length of gap between iten1s small. 
However, as the gaps produced by the destacker nlay vary, 
the control system has been designed to accommodate small 
overlaps (30 mm) that may occasionally occur. 

The letters arc transported from the destacker to the 
presentation section sandwiched between 2 belts. The transfer 
from the I 5° to the 50° plane is achieved by the simple artifice 
of twisting the transport belt through 35° along the letter path 
axis which is common to both planes. 

Hand-Load Replenislunent Syste111 

To provide operational flexibility and cost savings, the 
design of a hand-loaded desk was undertaken. This require­
ment was met by replacing the automatic-replenishment 
system with a large letter-stack (see Fig. 7). The added cost 
of the individual stacks, each accommodating nominally 800 
letters is more than outweighed by the saving of the replenish­
ment �omponents and the feed unit. The stack rests on a 
conveyor belt, which is incremented towards the destacking 
unit under the control of a letter-position sensor. Vertical 
destacking has proved more efficient than the horizontal 
method of destacking. This is a valuable improvement in 
presentation of items to the operator. 
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FIG. 5-An automatically-replenished destacker 
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FIG. 6-Principle of operation of the destacker retarding spheres 

Printer 

After Jeaving the presentation zone, letters pass into the 
printing unit where the luminescent code dots are applied. 
The printer is of the hot-transfer type6, similar to that used 
on earlier designs of coding desks, but having the print pins 
actuated by pneumatic cylinders. A letter has to be stationary 
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FIG. 8-Printer transport system 

for printing to take place. From the end of the easel, letters arc 
transported through the printer sandwiched between a single 
narrow-belt and a fixed strip of sprung steel lying between the 
2 code-1nark row positions (see Fig. 8). The fixed steel-strip 
is anchored at the entry end and an idling roller is provided 
to ensure take-up of the letter. The printer belt runs at the 
higher speed of 60 n1/1nin so that a letter leaving the easel is 
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snatched ahead of the moving strean1 to separate overlapping 
ite1ns, and to gain sufficient time for each letter to be stopped 
and printed before the next one catches up. All letters stop 
with their trailing (right-hand) edges at the same fixed point 
since it is from this edge that the code-inarks are referenced. 
At the end of the print cycle, the printer belt restarts to eject 
the letter from the printer and to snatch the next one from 



the easel. On ejection, the letters are reversed into a gravity 
chute which guides them beneath the replenishment system 
onto an aggregating belt conveyor. 

CONTROL SYSTEM 

The electronic control for the earlier designs of coding desks, 
which had specific discrete letter locations for pre-viewing, 
keying and printing, was straightforward insofar as ensuring 
that the 28 bit code-mark information from the translator 
was assigned to the correct letter. In the easy-view desk, the 
ever-changing number of letters between the one being keyed 
and the printer, together with the need for an indicator to 
keep the operator informed as to the letter being keyed, 
requires electronic control which, at the time of the design of 
the first generation desk, would have been very bulky. It was 
the introduction of integrated circuits that made practicable 
the easy-view principle with its simple mechanical design. 

To register each letter into the electronic control system, a 
photoelectric nionitor bea1n is provided just prior to the 
presentation unit. This photo-bean1 facility operates in 
conjunction with a tail-flip device, which is illustrated in Fig. 9. 
l'l1e 1nonitoring bea1n is detected between spaced or over­
lapping letters when the trailing edge of the leading letter 
flips straight as it changes direction round the curve. After 
passing through the tail-flip device, the letters emerge from 
between the sandwich belts onto the easel conveyor. 

Two designs of engineering for the electronic control 
system were tested; the auton1atically-replenished coding desk 
(designated Type Cl3) was equipped with a n1icroprocessor 
(the first to enter on-line operational service in the BPO); the 
hand-loaded version of the coding desk (designated Type C17) 
uses committed logic elements. The control methods of the 
2 coding desks follow broadly similar philosophies, both 
systems being required to 

(a) track all letters from the tail-Hip photoelectric beam 
across the presentation easel to the printer, 

(b) indicate to the operator the itcn1 to be coded, 
(c) store the code-mark information received from the 

translator, 
(d) recall the code-mark information at the printing section, 
(e) control the speed of the n1ain drive n1otor, and 
(f) control other minor peripheral functions. 

Microprocessor Control 

In the 1nicroprocessor version of the desk, the desk control 
program is stored in a non-volatile read-only memory (ROM), 
and a rando1n-access memory (RAM) is used for variable 
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data storage such as positional tracking of letters, error 
detection and lamp displays. The microcomputer runs specific 
control programs for letter tracking, lamp displays and run­
up-run-down control functions, stimulated by signals 
generated by the desk sensing devices. A block diagram of the 
microprocessor control-system is shown in Fig. 10. As each 
Jetter is sensed at the entry to the easel, it is allocated its own 
location in the memory, which is loaded with a number 
representing the distance of the trailing edge of the Jetter 
from the output point of the easel. As each 19 mm movement 
of the easel belt is detected, the count value in the letter 
storage location is decremented to leave a value representing 
the current letter position. Thus, as each 19 mm synchronizing 
pulse is detected, all letter-count values are decremented, 
thereby keeping track of all letter positions. The control 
system keeps track of the letter to be keyed by marking a 
storage area associated with its counter. The letter-position 
indication required for the operator is generated from the 
counter associated with the keying Jetter. Answers from the 
translator, received by the coding desk, are stored in separate 
locations, which are linked in software with the counter 
location. In this way, code-mark printer data is strictly 
associated with the appropriate letter in the keying sequence. 
The speed of the easel is calculated from the value of the 
counter associated with the keying letter. Speed commands 
from the microcomputer ai'e sent in digital form to a digital­
to-analogue converter in the motor control circuit. When a 
letter nears the output end of the easel, a specified series of 
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FIG. 9-Principle of operation of the photoelectric monitor 
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FIG. I I-Block diagram of the hard-wired logic control system 

Jetter positional tests are applied, and printing is aborted if a 
chance of incorrectly code-marking a letter is possible. 

Hard-Wired Control 

In the hard-wired logic system, each letter is tracked across 
the easel by a number of shift registers, which are stepped by 
pulses obtained from a light-chopping disc driven by the letter 
transport belt. Of these registers, the electronic letter-shift 
register is of primary importance. Its data is received from 
the tail-flip beam and it carries electronic letters which are 
each represented by a series of logic ones separated by logic 
zeros. When a Jetter arrives at the easel, it is allocated a 
numbered-store location of its own, in which its code-mark 
pattern will be held between completion of keying and 
arrival of the item at the printer. The number of the store 
location is recorded on 3 parallel shift registers, which step in 
unison with the electronic letter. Fundamental to this hard­
wired approach to desk control is the trailing-edge shift 
register, in which a trailing edge is represented by a single logic 
one. The position of the trailing edge of each letter is derived 
from the electronic-Jetter register. When the printing informa­
tion is received from the translator, after the completion of 
keying, the relevant trailing edge is expunged. Thus, the 
trailing-edge register contains only those letters which have 
not yet been dealt with by the operator and makes the most 
advanced trailing edge the keying item. It is this shift register 
that controls the letter-position indicator lamps and the 
letter-transport speed. Code-mark information from the trans­
lator is put into the code-mark store bearing the number of 
the letter. When a letter arrives at the printer, its code-mark 
pattern is recovered from the code-mark store, as directed by 
the letter-number shift register. Immediately before printing, 
the position of the electronic letter is compared with that of 
the actual letter as detected by the printer entry beam. Printing 
is aborted if the letter has lost station, is excessively over­
lapped, or has been removed from the easel by the operator. 
A block diagram of the hard-wired logic control system is 
shown in Fig. 11. 

Speed Control 

The main drive-motor is a single-phase induction motor, 
fitted with a high-resistance rotor. The speed is controlled by 
a magnetic amplifier7 connected in series with the power 
supply to the motor, the controlling signal to ·the magnetic 
amplifier being derived from the position of the keying Jetter 
on the viewing easel. Accurate spct:d control is achieved by 
means of a feedback signal, derived from the actual speed 
of the letters, which is obtained from the synchronizing pulse 
wheel driven by the letter conveyor belt. 
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FIG. 12-·Coding-desk suite at the Redhill mechanised letter-office 

FAULT LOCATION AND REPAIR 

An extra printed-wiring board can be inserted into the 
microprocessor chassis to enable the keyboard to be used to 
address the microprocessor for fault-location purposes, and 
the committed logic controller has a test panel by which much 
of the electronics can be tested periodically. These facilities 
are intended only to identify faulty printed-wiring boards so 
that they can be sent for repair to a centre at which com­
puterized automatic test equipment is available. 

CONCLUSION 

The easy-view coding desk has substantially met the initial 
design aims. The key factor has been the method of presenta­
tion, which brings a two-fold benefit over other types of desk. 
Firstly, pre-reading is provided free as far as mechanical 
components are concerned and, secondly, the transport 
system from the destacker to the easel operates as a single 
simple-system without the need for mechanisms to stop, 
start, or change the axis of movement of the letters. 

A suite of easy-view coding desks (see Fig. 12) has been in 
operational service at the Redhill mechanized letter-office 
since October 1975, and over 300 OOO letters a day are being 
processed by the coding-desk operators. The operation of the 
automatic and the manually-loaded replenishment systems 
has been evaluated, and the latter type has been adopted as a 
preferred means of Jetter replenishment. 

The success of the operation at the Redhill mechanized 
Jetter-office has led the BPO to adopt the easy-view letter­
coding desk as a standard for new mechanized letter-offices. 
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Operators' Telephone Instruments used in the UK: 
Past, Present and Future 

A .  E. COLEMAN, C.ENG., M.l.E.R.E.t 

UDC 621.395.6 

It has been nearly 100 years since the first telephone exchange was opened in the UK; this article reviews 
the develop111e11t of operators' telephone i11strn111e11ts during this period and considers possible future designs. 

INTRODUCTION 

The first public telephone exchange in the UK was opened 
in August 1879, at 36 Coleman Street, London. It was soon 
apparent that, to work efficiently, an operator needed both 
hands free. The type of microphone and earphone available 
at that time could not readily be adapted for support on an 
operator's head or body. 

An early example of an operator's headset is shown in 
Fig. 1. This instrument was made in the USA in about 1880 
and used the Gillila11d hamess, supported on the shoulders 
by a yoke. The total weight of the headset was approximately 
3 kg. It was not, however, adopted for use in the UK. 

From 1895 to 1960, the practice was for an operator to 
use an earphone mounted on a headband and a microphone 
coupled to a horn mounted on a breastplate; such instru­
ments were known as head-and-breast sets. Eventually, in 
1960, the British Post Office (BPO) introduced a combined 
headset, known as the Operator's Headset No. 1,1 and this 
headset instrument is still in current use. 

t Research Department, Telecommunications Headquarters. 

Fm. I-The Gilliland harness, c 1880 

((c) National Geographic Society) 

REVIEW OF OPERATORS' TELEPHONE SETS 

The operators at the first UK telephone exchange used a 
telephone set consisting of a Blake microphone and a Bell 
earphone; an example of this type of set can be seen in 
Fig. 2. The microphone was mounted on a brass pole and 
the earphone was held in the operator's hand. (The early 
designs of microphones and earphones were named after 
their inventors). 

A modified form of the Blake microphone, fitted in a round 
nickel-plated metal case, was designed for use with telephone 
switchboards. Being much smaller than the original version, 
it did not conceal such a large part of the switchboard from 

F10. 2-The Blake microphone and the Bell earphone 

(In use at the Croydon telephone exchange in 1884) 
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FIG. 3-The Ericsson head-and-breast set, c 1908 

FIG. 5-The Transmitter No. 23A and Receiver Headgear 
No. JOA 

Fm. 4-The Peel-Connors head-and-breast set, c 1905 

FIG. 6-The Operator's Headset No. I 



the operator's view. This microphone was suspended by 2 
flexible conductors in front of the operator, and the height 
could be adjusted by a pulley system. 

The first operators' set that allowed both hands to be 
free for making connexions is shown in Fig. 3. ln this design, 
made by Ericssons in about 1895, the nlicrophone \\'as 
mounted on a breastplate and a s1nall and lightweight 
earphone (tenned the watch type and described later in this 
article) was tnounted on a headband. The 1nicrophone was 
pivoted on its axis with the diaphragn1 vertical; thus, the 
distance of the horn fron1 the mouth was variable. The 
breastplate was made of alurniniutn and was suspended fro1n 
the operator's neck by an adjustable band. A switch was 
incorporated on the case and designed such that, when the 
horn was revolved to a non-speaking position, the n1icrophonc 
current was disconnected. 

In the mid-1890s, handsets were also used on the smaller 
telephone exchanges (as they are today on PBXs). These 
were often Deckert or White microphones, and a watch-type 
earphone was mounted upon a suitable handle on which a 
button was provided to enable an operator to nlonitor 
(listen only) a conversation, thus preventing noise fron1 the 
switch room or the operators' breathing being overheard by 
the customers engaged in conversation. These sets were all 
used on local-battery (LB) working but, with com1non­
battery (CB) working becon1ing more prevalen_t, these sets 
were found to be unsuitable for general use. 

The Peel-Conners design (see Fig. 4), introduced in 1905, 
fulfilled all the operational requirements of the day, and used 
the White (commonly tern1ed the solid-back) 1nicrophone. 
To this nlicrophone was fitted a long flared-horn thal in­
corporated a universal ball-joint that enabled the position of 
the horn to be adjusted, or positioned away from an operator's 
mouth if required. Again, the watch-type earphone was used 
and was mounted on a headband. This particular type of 
head-and-breast set was in use for nearly 40 years. 

The next generation of head-and-breast set incorporated 
features of 2 earlier types of set, nan1ely a flared-horn and a 
horn-adjustment systen1 similar to the Ericsson instrument. 
This set used an inset-type microphone (the BPO Trans­
mitter Inset No. 13), which was cheaper, and afforded easier 
nlaintenance because the n1icrophone could be replaced 
easily; the whole asse1nbly was known as the Tra11s111Uter 23A. 
The earphone used was a new type of acoustically-equalized 
earphone, the Receiver Headgear No. lOA; this was similar 
to the Receiver Inset No. 2P (used in the BPO Telephone 
No. 332), but it had a bakelite frame instead of the diecast 
aluminiun1 frame to n1ini1nize its weight. The complete 
head-and-breast set can be seen in Fig. 5. 

The first combined headset used by the BPO was the 
Operator's Headset No. I (shown in Fig. 6); this headset 
was fi.rst brought into service in 1960. The development of 
small, light and highly-sensitive transducers, namely the 
Transn1itter Inset No. I 5 and the Receiver No. 3T, led to 
their being incorporated in the same housing; for example, 
in the Telephone No. 722 (the Trin1pho11e). The horn is 
positioned by means of a springy joint at the elbow that 
joins the horn to the body of the set. The Headset No. I 

weighs about 140 g, being one-third of the weight of the 
head-and-breast sets (450 g). 

DEVELOPMENTS IN TRANSDUCERS 2,3 

Microphones 

The Blake microphone was patented in the UK on 20 January 
1879. This microphone was developed by Francis Blake of 
the Bell organization in the USA, and was a carbon micro­
phone that operated on the principle of detecting the variation 
in contact pressure between a platinum pellet and a disc of 
hard carbon; this proved to be a very reliable microphone, 
although lhe static pressure had to be adjusted fairly carefully. 

As telephone lines becan1e longer there was a need for 

inore-sensitive transducers. These transducers had to be 
small and light in weight to be suitable for use with head­
and-breast sets. 

The success of the Ericsson design of rt1icrophone was 
achieved by ensuring that the front electrode (formed by the 
diaphragm) operated over the whole surface of the granules 
and the back electrode (fixed) had a raised surface, thereby 
increasing the surface area in contact with the granules and 
preventing them from forn1ing a con1pact nlass. 

From 1905, the solid-back microphone displaced nearly 
all the other types for CB working. This was the first type of 
microphone to use more fully immersed electrodes. The 
separation of the diaphragtn from the granule chamber 
enabled each to be designed independently, using the nlost 
suitable materials available at the time. Although carbon 
nlicrophones were unsurpassed for sensitivity, they remained 
highly susceptible to changes in orientation, to excessive 
current and the way they were handled; irnpairments to 
perforn1ance due to the granules becon1ing too tightly 
packed, or because they were too loose, were not uncommon. 
Therefore, to achieve optin1um perforn1ance, the solid-back 
microphone needed to be operated in an upright position. 

The perforn1ance of the Transmitter Inset No. 13 was a 
great improvement on any previous type of microphone. The 
electrodes of the microphone were totally immersed in the 
granules (the imn1ersed-electrode principle had been esta­
blished as the most satisfactory arrangement for carbon­
n1icrophone design). The granules were packed around the 
electrodes in such a way that, in whatever position the 
microphone was held, the required pressure of granules on 
the surface of the electrodes was maintained. Thus, whatever 
the position of the microphone, its resistance was kept within 
reasonable limits, and the conversion of variations in sound 
pressure on the diaphragm to variations of pressure on the 
granules re1nained substantially constant. In some of the 
earlier types of n1icrophone, if the contact surface between 
the granules and the electrodes was reduced (even if the 
granules did not actually leave the electrode), the result was 
that transn1ission suffered badly and noise \Vas introduced. 

The microphone in present use, the Transmitter Inset 
No. 15, was developed in 1957 and uses concentric hemi­
spherical-shaped electrodes; in this unit, the almost complete 
filling of the granule chamber ensures greater stability and 
freedon1 from severe positioning effects. 

Earphones 

The original operators' set used the single-pole Bell earphone, 
but this \Vas superseded in 1890 by the double-pole (bipolar) 
Bell earphone. The principle of operation of the bipolar 
earphone was that a steel diaphragm was held at a small 
distance from 2 pole-pieces, which were subjected to a mag­
netic flux derived from the poles of a permanent magnet. 
Coils of wire, wound on each pole-piece, carried the electric 
currents that were to be transformed into sound. 

However, the earphone used for all subsequent operators' 
sets up to 1940 was an adaption of an earphone produced by 
Clen1ent Ader, in France, in 1879. This earphone, called the 
watch type, used a flat circular-n1agnet terminating in 2 soft­
iron pole-pieces around each of which was wound a coil of 
wire; this design proved to be the prototype of all the com­
pact lightweight-headgear earphones in use until 1940. There 
\Vas little change in the basic construction of the earphone 
during this period; those changes that were nlade related to 
improven1ents in the quality of the materials used, especially 
in the magnetic circuit. 

The first dran1atic change to earphone design occurred in 
1940 when the Receiver l{eadgear No. IOA was introduced. 
The sensitivity/frequency response of this design of earphone 
was much flatter than that of previous designs, this improve­
ment being achieved by acoustic equalization. 

Further in1prove1nents in frequency response and in 
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F10. 7-Microphone open-circuit sensitivity/frequency character­
istics 

sensitivity were achieved in 1956 by the rocking-armature 
design of the capsule earphone, which is now used in almost 
all BPO telephone sets. 

IMPROVEMENTS IN TRANSMISSION 
PERFORMANCE 
The improvement in sensitivity and frequency response 
between various types of microphone can be seen in Fig. 7. 
The measuren1ents recorded in Fig. 7 were made by placing 
each microphone, coupled to its associated horn, 25 mn1 
from the lip plane of an artificial voice; each microphone 
was fed with a current of 50 mA (except for the Blake 
microphone which, because of its low resistance, was fed 
with 90 mA). The free-field sound pressure (FFSP) was also 
measured at 25 mm; this point of measurement is known as 
the 111ot1th reference point (MRP). The expression for n1icro­
phone sensitivity is 

niicrophone open-circuit voltage 
d I BV Pa. 

FFSP at MRP 

In the early years, improvements in microphone per­
forn1ance were quite substantial; large increases in sensitivity 
were achieved, especially with the introduction of the carbon­
granule type microphone. Until 1960, further improvements 
were confined to improving the shape of the frequency 
response. Finally, in 1960, the design of the Headset No. I 
afforded a further increase in sensitivity. 

Improvement to earphone performance followed a similar 
pattern to that of microphones; Fig. 8 shows the in1prove­
ment in perforn1ance that has been achieved between the 
various types. The earphones were all measured on an arti­
ficial ear. The expression for earphone sensitivity is 

sound pressure d
.
eveloped in an artificial ear 

dBPa/V. 
input voltage 

In general, in the early years, transducers were rated on 
volume (loudness) comparison methods. That is to say, each 
new transducer was rated against a known standard, and 
attenuation was inserted in the test circuit until equal loudness 
was obtained. The difference in loudness between the standard 
test circuit and the transducer under test was expressed in 
terms of the loss. As a result of this method of comparison, 
defects of the standard components were perpetuated in new 
or modified designs of transducers. At one time, the standard 
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earphone was the double-pole Bell earphone, which had a 
pronounced mechanical resonance and a correspondingly 
high output in the neighbourhood of l kHz. New earphones 
that were assessed against this standard earphone compared 
badly on loudness tests, unless they too had a similar mecha­
nical resonance. The fallacy of this method of testing was 
realized and, in the 1930s, the perforn1ance of transducers 
was determined purely by articulation tests, which are a 
n1easure of the infonnation capacity of a path when it is 
transmitting infonnation in the forn1 of speech signals. 
However, this method was not accepted internationally and, 
with the improven1ent in frequency response of the transducers, 
volu1ne tests were continued as the n1eans of assessn1ent. The 
internationally-accepted reference systen1 in use at the present 
ti1ne is the NOSFER4 system (noveau systCn1e fo11dan1ental 
des equi11alents de reference-new basic system of reference 
equivalents), and volume efficiencies arc subjectively measured 
in terms of reference equivalent decibels. 

The NOSFER method of evaluation causes some difficulty 
in quantifying the efficiency of telephone instruments be­
cause the reference systen1 is a high quality, wideband system 
(approximately 0--8 kHz) and is balanced against systems 
that are band restricted (300-3400 Hz). As a result, the BPO 
is using an intermediate reference system (IRS), which has 
frequency responses similar to those of practical telephone 
sets and the results are termed loudness ratings (LRs). 

Sensitivity and frequency characteristics do not indicate 
precise perforn1ance characteristics because the responses 
are determined in a rather artificial way. The designer of 
operators' telephone instruments has to take into considera­
tion the natural position of the horn in front of an operator's 
mouth. The position of the horn is determined by the contours 
of both body and face for the head-and-breast sets, and by 
the face only for the Headset No. 1. An estimate of the 
performance of the instruments mentioned in this article has 
been made and is recorded in Table 1. The performance 
assessments were n1ade using a typical present-day exchange 
operators' transmission bridge circuit, as shown in Fig. 9. 
Of course, apart from the Headset No. 1, any movement in 
the position of the head of a talker alters the output voltage 
of the microphone. 

HEADSETS OF THE FUTURE 
Recent developments in both the transducer and micro­
electronics fields have made it possible to design headsets 
that have a significant reduction in weight and size compared 
with present-day designs. The physical appearance of the 
present type is an external earphone and a horn-loaded 
microphone, whereas the new types might be an insert-type 



TABLE 1 

Comparison of Operators' Telephone Instrument Performance 

Send Receive 
Loudness Earphone Loudness 

Date Type of Operators' Microphone Rating In1pedance Rating 
lnstrument Resistance (Estimated) at I kHz (Estin1ated) 

(fl) (dB) (fl) (dB) 

1880-1900 Blake and Bell 15 +50·0 250 +4·0 

1895-1915 Ericsson 68 +19·0 700 0 

1905-1940 Peel-Connors 82 +19·0 250 0 

1940-1960 Transn1itter 23A } 
Headgear IOA 50 +19·0 220 -4·0 

1960- Headset No. 1 70 +11·0 150 -11 ·0 

Noti's: In the sign convemion for loudness rating, a positive sign indicates that a 
conne:idon is quieter than the reference standard; a negative sign indicates that 
the connexion is louder. 

By comparison, a BPO Telephone No. 706 connected lo a transmission bridge 
has a send loudness rating of +4dB and a receive loudness rating of -6dB. 
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FIG. 9-0perators' trans1nission-bridge circuit 

earphone and a voice tube. In son1e designs, the microphone 
can be carried on a small boom near to the lips. The earphone 
could be a true insert-type which enters the ear canal, thus 
providing an acoustic seal: alternatively, a slightly bulbous 
tip could be designed to rest on the entrance of the ear 
canal; this design would not necessarily ensure a good 
acoustic seal. As a result of the reduction in weight, modern­
type transducers can be contained in a sn1all assembly and 
carried on a head-band or spectacle frame, or even mounted 
such that they fit behind the pinna of the ear and require no 
other form of support. Any combination of nlicrophones 
and earphones and assemblies could be achieved. 

However, the sensitivity of the new microphones is 
substantially lower than that of the Transmitter Inset No. 15, 
and amplification would be required to maintain perforn1ance. 
Apart fron1 the basic amplification function, amplifiers can 
be designed to reduce the n1icrophone sensitivity at low 
sound pressures. (These a1nplifiers are called switch-gain 
an1plifiers, and their purpose would be to reduce the pick-up 

of environmental roon1-noise.) An advantage of the carbon­
granule type of microphone is that it is unaffected by the 
polarity of the line; these new types would require a 
diode bridge to nlaintain the correct polarity to the amplifiers. 

With the continuing reduction in the cost of nlicroelec­
tronics, it is possible that such new headsets could becon1e 
an attractive proposition in the future. 

CONCLUSIONS 

This article has followed the development of the operators' 
telephone instrument fron1 its infancy in 1879. Because of 
their size and weight, early instruments could not readily be 
supported on the head. As 1nicrophones beca111e s1naller, 
lighter and n1ore sensitive, they could be nlore easily 1nounted 
on the body in front of the mouth, thus leaving both hands 
free. 

Finally, even greater reduction in weight has led to both 
transducers being mounted in the san1e housing O'l the head, 
thus creating the headset as we know it today. 
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30-Channel Pulse-Code Modulation System 

Part 2-2·048 Mbit/s Digital Line System 

J. WHETTER, B.SC. (ENG.), and N . .I. RICHMAN, B.SC.(ENG.)t 

UDC 621.376.56 

Part 1 of this article explained why the British Post Office has adopted a JO-channel pulse-code modulation 
standard, and included a technical description of the 1nultiplex equip1nent. This part describes the operating 
principles, equipn1ent, and installation of the associated 2·048 Mbit/s digital line syste1n. 

INTRODUCTION 

The 30-channel pulse-code n1odulation (PCM) system adop­
ted by the British Post Office (BPO) provides the basic 
multiplexing unit upon which the UK future digital-trans­
mission network hierarchy1 \Viii be based. In the proposed 
integrated digital transmission and switching network, at the 
digital-switching exchanges (known as Systenr X) the basic 
switching function will be perforn1ed between 30-channel 
PCM systen1 output and input ports. Thus, switching centres 
in the BPO junction network2 will be interconnected by 
2 ·048 M bit/s digital line systcn1s. Therefore, in the future, these 
systen1s will be provided on the grounds of necessity, as 
distinct from the policy adopted hitherto whereby I · 536 
Mbit/s digital line systems were used as a n1eans of aug­
menting the capacity of existing junction cables. 

Over the past decade, the BPO has installed some 7000 
24-channel PCM3 systems and their associated I ·536 Mbit/s 
digital line systems; these systen1s have many years of service life 
ren1aining. With such a large capital investment in 1 · 536 
Mbit/s PCM systems, the BPO \vished to 1ninimize the cost of 
the changeover to the new line systems; therefore, the following 
terms of reference for the design of 2 · 048 Mbit/s line systems 
were adopted: 

(a) the use of cables and repeater housings were to be shared 
with those existing for the I· 536 Mbit/s syste1ns if required, 

(b) the spacing of regenerators \Vas to be sin1ilar for both 
systems, 

(c) a co1nmon fault-location syste1n was to be used, and 
(d) the power-feeding arrangements \Vere to be identical. 

The 1nost significant differences between the new regenera-
tors and those used for 1·536 Mbit/s line systems are that 
automatic equalization is provided over a range of more than 
30 dB, and the size of regenerators has been reduced to allow 
an increase of 50 % in the ntunber that can be accommodated 
in a repeater case. Additionally, the specification of the 2 ·048 
Mbit/s regenerators ensures that full compatibility will be 
achieved between units from all UK manufacturers, a factor 
which provides complete freedom to interconnect non­
homogeneous systems and the rationalization of spare plant for 
maintenance replacement. Because 2·048 Mbit/s line systems 
will form an integral part of the future digital-transmission 
net\vork, the regenerators have been specified to minin1ize 
the cumulative jitter to ensure compatibility with higher­
order multiplexing equipment; a significant parameter in this 
context is the choice of line code. 

t Telccon11nunications l)evelop1nent Department, Telecom­
munications Headquarters 
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LINE CODE 

To transmit binary information over a digital line system the 
information must be encoded into a sequence of symbols 
known as a line code. There are a number of fundamental 
properties which a line code must possess for trans1nission over 
tandem-connected regenerators: 

(a) The line code must have an energy spectrun1 with very 
small low-frequency components and no zero-frequency 
component. This feature enables dependent regenerators (that 
is, those remote from terminal stations) to be energized from 
a relatively simple constant-current source. The absence of 
significant low-frequency energy has the advantage that minia­
ture coupling transformers, which reduce low-frequency noise 
and facilitate rejection of common-mode .signals, can he used 
at regenerator input and output ports. 

(b) The line code must contain adequate timing information. 
The regenerative process requires re-timing of the trans­
mitted signal, the timing information being derived from 
transitions in the received line signal. To minimize the genera­
tion of jitter, the tin1ing content is niaintained at a high level 
and this is achieved by imposing a constraint on the number of 
consecutive zeros transmitted. 

(c) The structure of the line code must be such that moni­
toring of the error rate of the transmitted information is 
possible. 

The above properties can be achieved by translating the 
unipolar binary inforn1ation into a sequence of bipolar 
symbols. An example of this form of encoding is known as 
alter11ale-111ark inl'ersion (AMI), which is used on l · 536 
Mbit/s line systems. The n1ain disadvantage of AMI is that 
zeros in the binary input are not encoded and hence adequate 
timing information cannot be derived when long sequences of 
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consecutive zeros occur. The AMI code can easily be modi­
fied to overcome this problem by inserting a mark {pulse) 
when a predetermined number of consecutive zeros occurs; 
this form of encoding is known as high density bipolar n 

(HDB11). (In the HDB11 code, 11 is the maximum number of 
consecutive zeros transmitted by the code converter.) As 11 

decreases, the low frequency content of the energy spectrum 
increases and, for 2·048 Mbit/s line systems, a compromise 
value of 11 = 3 has been chosen. Thus, the line code adopted 
is HDB3 and details of the encoding niethod have been des­
cribed in Part 14 of this article. The power spectrum for an 
HDB3-encoded random binary signal is shown in Fig. 11. 

INTERFACE CONDITIONS 

To ensure compatibility between items of interconnected 
2 · 048 Mbit/s transmission equipment, it is essential that certain 
interface conditions are defined. 

The digital signal presented at the 75 Q coaxial output port 
of the line system complies with CCITTt recommendations5: 
the binary digit rate is 2 · 048 Mbit/s ( ± 50 ppm*); the signal is 
HDB3 encoded; pulse shapes are nominally rectangular with 
a peak voltage of 2 · 37 V and a 50 % duty cycle to minimize 
inter-symbol interference; a zero is transmitted as zero voltage. 

The signal presented at an input port will have a different 
pulse shape due to the effect of the coaxial cable intercon­
necting with preceding transmission equipment; the length 
of such cabling is limited to ensure that the loss at 1·024 MHz 
does not exceed 6 dB. 

LINE TERMINAL APPARATUS 

Terminal apparatus is engineered in BPO 62-type equipment 
practice and is normally located in telephone exchange 
equipment areas. Line terminal equipment for up to 48 
digital line sections (DLSs) can be accommodated in one 
apparatus rack. A DLS comprises appropriate elements of 
2 consecutive line terminal equipments and the interconnecting 
transmission path which, together, provide the means of 
transmitting and receiving a bothway digital signal between 
2 terminal stations. 

t CCCTT-International Telegraph and Telephone Consul­
tative Committee 

* ppm-parts per million 

FIG. 12-Line terminal equipment 

Line Terminating Equipment 

An equipment shelf (see Fig. 12-lower shelf) accommodates 
4 DLSs and contains 4 terminal regenerator units, 4 line power­
feed units and a centrally-mounted patching (cross-connexion) 
panel. The 75 Q input and output ports of each DLS appear 
on the patching panel; U-links are provided for maintenance 
access and also provide a convenient flexibility point to enable 
a faulty line or multiplex to be taken out of service. A buf­
fered monitor-point is provided on each input and output port 
to enable in-service performance checks to be carried out. 

A terminal regenerator unit (see Fig. 13) carries both direc­
tions of transmission of a DLS. A signal incoming from line is 
regenerated using circuitry identical to that contained in a 
dependent regenerator. In the transmit direction, the signal 
from the preceding multiplex equipment is transmitted to 
line via a transformer, which matches the impedance of the 
interconnecting cable (75 Q unbalanced) to the nominal 
impedance of the line (120 Q balanced). Connexions to the 
main distribution frame and thence to an external cable are 
made using balanced-pair cables, which are double screened 
to minimize the effect of crosstalk from exchange-switching 
transients. 

Ancillary Equipment 

Two shelves of ancillary equipment (see Fig. 12-centre and 
top shelves) are included in a fully,equipped line terminal 
rack. One shelf contains power distribution equipment and 
includes a fuse unit and associated alarm equipment to 
monitor the power outlets to each of the remaining shelves. 
A second shelf contains units that provide access to the line 
system fault-location pairs and engineering speaker circuits; 
also included on this shelf is a digital pattern generator (see 
Fig. 14), which provides 8 outputs to drive spare DLSs. 

Spare DLSs are always powered to prevent oxidization of 
metallic contacts and, in the absence of a digital drive signal, the 
crosstalk noise from working systems in the cable may cause 
regenerators to free run. In a free-running mode, regenerators 

FIG. 13-Terminal regenerator unit 

(a) Digital pattern generator 
(b) Line power-feed unit 
(c) Fault-location filter 

FIG. 14-Ancillary equipment 
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can produce spurious outputs with large-amplitude high­
frequcncy components, which may interfere with adjacent 
traffic-carrying systems. Therefore, to n1inimize crosstalk 
interference from spare DLSs, a pseudo-random pattern 
generator is used and each of the 8 output signals is evenly 
distributed in sequence phase. 

POWER FEEDING 

Terminal regenerator units are powered from the station 
battery supply. Each line-coupling transformer within a 
regenerator unit is centre-tapped on the line side to provide 
access to the phantom circuit of the 2 digital-bearer cable 
pairs. A line power-feed unit (shown included in Fig. 14) is 
connected across the phantom circuit and supplies, with an 
applied voltage of up to 75---0-75 V, a constant current within 
the range 48 ± 2 mA to the dependent regenerators. To com­
ply with safety reqqirements, the maximum current is restricted 
to 50 mA DC, and the ·applied voltage must not exceed 150V 
between pairs or 75 V between any conductor and earth. 

On 0·63 tnm cable pairs, up to 7 dependent regenerator 
units, each containing 2 regenerators, can be power fed from 
one terminal station. On longer DLSs, the power is fed from 
each terminal station; a block diagra1n of the arrangen1ent is 
shown in Fig. 15. 

TRANSMISSION MEDIA 

The 2·048 Mbit/s DLSs operate over existing audio cables6 
in the junction and main networks, circuit lengths are nor­
mally I 0-40 km. There are many different types and gauges of 
cable in the BPO junction network but, since the late 1960s, the 
standard cable provided for audio transmission has been paper­
core quad trunk (PCQT) with 0 · 63 mm diameter copper­
conductors. This type of cable accounts' for over 50% of the 
junction cables now in service, and is supplied in 13 sizes, 
ranging in capacity fron1 14-1040 pair. Consequently, 2·048 
Mbit/s regenerator designs are optimized for operation over 
0·63 mm PCQT cable, although they will operate satis­
factorily over different cable types, such as unit-twin type 
cable and on cables with larger conductor gauges. 

SITING OF REGENERATORS 

Regenerators are normally sited at loading-coil points, which 
corresponds to a non1inal spacing of 1 ·83 kn1. The choice of 
regenerator spacing was influenced by the following factors: 

(a) The spacing is con1patible with the regenerator spacing 
used for I · 536 Mbit/s systems so that existing regenerator 
housings can be shared. 

(b) Audio cable pairs must be de�loaded to provide the 
required transmission bandwidth; therefore, on new routes, it 
is convenient to co-site the regenerators with the loading 
coils to minimize the amount of jointing v.1ork required. 

(c) Using 0 · 63 mn1 cable pairs, at the maximum regenera­
tor spacing the insertion loss of the cable pair is approxi­
mately 36 dB at I MHz, which is the significant frequency of 
the signal spectrum. This magnitude of insertion loss enables 
a cost-effective regenerator design to be realized and, in a 
crosstalk dominated environment, it enables an economic 
cable-utilization factor to be achieved. 

The distance between a terminal station and a first de­
pendent regenerator is limited to a maximum of I · 1 km in 
the transmission direction towards the tern1inal. This restric­
tion increases the level of the received signal and so reduces 
the effects of impulsive noise from exchange switching 
equipment which may be propagated over audio cable pairs 
and result in crosstalk interference into adjacent digital-bearer 
pairs. A similar limit also applies to regenerators on either 
side of a spur cable connected to exchange equipment. 

CABLE UTILIZATION 

The number of systems that can operate satisfactorily over 
sy1nmetric pair cable is limited by mutual crosstalk interference. 
The cables are n1anufactured and installed to specifications 
that are concerned solely with audio transmission per­
fonnance and they are used for digital transmission on an 
'as found' basis. The crosstalk performance at high frequencies 
is influenced by the cable construction and installation 
techniques, and it is useful to summarize these to appreciate 
their significance in relation to digital transmission at 2 ·048 
Mbit/s. 

PCQT cables have a central core of 4 quads with one or 
more concentric layers built around it. Crosstalk is reduced 
by giving different twist lengths to adjacent quads in a layer, 
and by giving a different direction of lay to adjacent layers. For 
use at audio frequencies, the cable is divided into balancing 
groups of approximately equal size, each comprising one 
or more layers. Crosstalk at audio frequencies occurs due 
to capacitive coupling, and capacitive unbalance is mini­
mized during installation by jointing quads in a predeter­
mined sequence. Quad integrity is maintained throughout a 
cable and only quads in the san1e balancing group are allowed 
to be connected together. As a consequence, it is not possible 
to guarantee spacial separation between any 2 pairs in a 
balancing group, but the jointing sequence does ensure that 
no 2 quads adjacent in one length are joined to quads that are 
adjacent in any other length in a loading section. Crosstalk 
at high frequencies is don1inated by inductive coupling and so 
the crosstalk between pairs in a balancing group is worse 
than the average for the whole cable, within-quad crosstalk 
being the worst case. 

The 2·048 Mbit/s line systems are normally installed with 
both directions of transn1ission in the same cable, this being 
known as single cable working. In this mode, systems will be 
affected by both near-end crosstalk (NEXT) and far-end 
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(b) 

(a) Far·end crosstalk path (b) Near-end crosstalk path 

Fro. 16-Crosstalk paths 

crosstalk (FEXT), as shown in Fig. 16. Due to the large 
differences in signal level (high-level output to low-level 
input), NEXT is far worse in its effect than FEXT and, hence, 
the signal-to-noise ratio at the regenerator decision point will 
be largely determined by the number of NEXT disturbing 
signals. 

Balancing Group Allocation 
To mitigate the effects of NEXT interference, it is necessary 
to segregate opposite directions of digital transmission in 
accordance with the following rules: 

(a) In each balancing group, all cable pairs carry trans­
missions in one direction only. 

(b) Adjacent balancing groups carry the same direction of 
transmission. 

(c) Where possible, opposite directions of transmission 
are separated by a balancing group not used for digital 
transmission. 

Utilization Factor 
The maximum number of systems that can be installed on 
a cable is a function of the high-frequency crosstalk character­
istics of the cable, which is not a contro11ed parameter. It is 
uneconomic to perform crosstalk measurements prior to 
each installation and therefore a sample number of cables has 
been measured to characterize the network in terms of the 
mean and standard deviation of the crosstalk attenuation. 
The maximum number of syste1ns that can be provided in a 
given cable has been computed from this data on the basis 
that the probability of any one regenerator exceeding an 
unacceptable error rate is less than 1 %. Accordingly, the 
maximum number of 2 · 048 Mbit/s bearer pairs per balancing 
group is restricted in accordance with the following rules: 

(a) 50 % of the pairs, up to a maximum of 24, may be 
provided in the inner balancing groups, and 

(b) 25 % of the pairs, up to a maximum of 24, may be 
provided in the outer balancing group. This restriction is 
due to the presence of the cable sheath which degrades the 
crosstalk attenuation. 

The utilization factor depends upon the size of cable; for 
�xample, a fully utilized 504 pair cable can accommodate 
72 DLSs (144 pairs). 

The utilization factor can be increased by using 2-cable 
working; in this mode, each direction of transmission is in a 
separate cable and the limiting factor is FEXT. However, 
this mode of working is rarely used since it is difficult to 
justify on economic grounds due to the extra line plant 
required and the worsening of the system reliability due to 
cable faults. 

REGENERATOR UNIT 
A regenerator is required to reproduce at its output a replica 
of the original transn1itted pulse sequence. The operation of 
a regenerator is best described by considering the 3 basic 
functions which must be performed on the received signal: 
equalization, re-timing and regeneration. A block diagram 
of a typical regenerator is shown in Fig. 17. 
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Equalization 

The high frequency content of the transmitted signal will be 
severely attenuated, relative to the low frequencies, by the 
preceding cable section. The function of the equalizer is to 
con1pensate for this distortion and to shape the pulses into 
an acceptable form for regeneration. The equalized pulse 
shape should be such as to n1inimizc the probahility of in­
correct threshold detection due to the con1bined effects of 
crosstalk noise and deviations from the optimum sampling 
instant. The equalizer can provide only a finite a1nount of 
gain; therefore, the channel frequency response, as n1easured 
between the equalizer output and the output of the preceding 
regenerator, will be that of a low-pass filter. The transmission 
of a rectangular pulse through such a network results in an 
oscillatory tail that can interfere \Vith adjacent pulses, giving 
rise to inter-symbol interference. This effect can be overcome 
by using a channel response derived from the theory according 
to Nyquist, whereby the peak an1plitude of ·any pulse is 
coincident in tin1e with the zero crossings of the secondary 
lobes from adjacent pulses. Sa1npling at exactly this instant 
will ensure that there is no inter-symbol interference. 

The mini1nu1n channel bandwidth which satisfies the 
Nyquist criteria is achieved by use of an ideal low-pass 
filter, which has a cut-off frequency (Nyquist frequency) 
nun1erically equal to half the digit rate and a linear phase 
characteristic. This ideal response cannot be realized in 
practice, but a useful approximation is achieved by using a 
raised cosine roll-off characteristic which is skew symmetrical 
about the Nyquist frequency at the half-amplitude point. The 
raised-cosine response is characterized by its cut-off frequency, 
which is normally between 50% and 100% greater than the 
ideal filter; the frequency and in1pulsc responses are shown 
in Fig. 18. In practice, deviations fro1n the ideal sampling 
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instant are inevitable and, hence, the opti1nu1n raised-cosine 
channel shaping is a compromise between inter-symbol 
interference, crosstalk-noise bandwidth, and the complexity 
of the circuit realization. 

Automatic-Equalization Range 

Because the insertion loss of the cable preceding the re­
generator may vary between 4 .37 dB (at I MHz) due to 
differences in cable conductor gauge, cable length and cable 
te1nperature, it was considered advantageous to provide 
auton1atic equalization to sin1plify the installation procedure. 
Auton1atie equalization is achieved by use of an automatic 
line-building-out (LBO) network, followed by a fixed equalizer, 
a shaping network and an amplifier; these con1ponents 
provide the means \vhereby the desired channel response is 
achieved. The LBO is adjusted automatically (via an auto­
matic gain-control loop, which is controlled by the peak 
a1nplitude of the equalized signal) to build out the preceding 
cable section to the maximum loss. The subsequent fixed­
equalizer net\vork sin1ulates the inverse characteristic of 
a n1aximun1-loss cable section, and the shaping network pro­
vides the required roll-off characteristic. 

Re· Timing 

1·11e regeneration process requires a t1m1ng signal which is 
used to ensure that the equalized pulse sequence is sampled at 
the optimum instant in tin1e, and to control the pulse width 
and repetition rate in the output stage. The frequency of the 
required tirning signal is nun1erically 1.::qual to the digit rate 
and, in general, there is no con1ponent at this frequency in the 
spcctrun1 of the transn1itted signal. The ti1ning signal is there­
fore derived from the equalized line signal by n1eans of a non­
linear process involving rectification and slicing, the resultant 
signal is passed through a resonant circuit (Q-factor 35-50) 
tuned to 2·048 MHz. The narro\v timing-pulses required can 
then be obtained by differentiating the output of a limiting 
a1nplifier \Vhich operates on the output of the tuned circuit. 

Regeneration 

To produce a regenerated output, it is necessary to 1nake a 
decision as to whether or not a pulse is present at a parti­
cular timing instant. ·rhe narrow tin1ing-pulses are used to 
san1ple the equalized signal; san1ples being fed into a threshold 
detector which produces an output whenever the signal 
exceeds half the nominal pulse an1plitude. T\vo threshold 
detectors are used, one for each pulse polarity, and the outputs 
fron1 each are fed into separate output logic�gatcs \Vhich are 
triggered fron1 the timing signal to produce rectangular 
output pulses of the correct duration and repetition rate. 
Finally, the outputs are coinbined and the regenerated signal 
(6 V peak-peak in 120 Q) is trans1nitted to line via the 
output transformer. 

Immunity to Noise 

Crosstalk noise will be present at the regenerator decision 
point and there is a finite probability that, at the sampling 
instant, the noise will be of sufficient amplitude to cause the 
threshold detector to produce an incorrect output, thereby 
generating an error in the transmitted signal. When several 
systems share the same cable, the resultant crosstalk power 
has a near Gaussian amplitude distribution. Fig. 19 shows the 
relationship between the error probabilityt and the peak 
signal-to-RMS-Gaussian.,.noise ratio at the decision point of 
an ideal regenerator. A salient feature of digital transmission 
is illustrated in Fig. 19 in that a small change in signal-to-noise 
ratio will cause an order of n1agnitude change in the error 

t An error rate of 111 in 1011 is an error probability of 11110-11 
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rate. It is for this reason that adequate performance margins 
are incorporated in the cable-utilization rules to allow for the 
deterioration of regenerator perfonnance due to ageing 
effects. The design error rate for 2 · 048 Mbit/s regenerator 
sections is 1 in 107 but, on field-trial installations, an error rate 
of better than 1 in 1011 was achieved; the operating n1argin 
of 3 dB (see Fig. 19) is sufficient to cater for the addition of 
further systems on these partially utilized cables. 

No allowance is made in Fig. 19 for regenerator imper­
fections and, in practice, the signal-to-noise ratio must be 
enhanced by several decibels to ensure satisfactory perfor­
mance. A convenient technique that enables regenerator 
imperfections to be assessed, is the eye diagram. This is 
obtained by observing the waveform at the input to the 
threshold detectors on an oscilloscope, whose time base is 
triggered at the digit rate. If a random signal is being trans­
mitted, successive sweeps of the trace build up a picture of 
all possible transitions, as shown in Fig. 20. The decision­
making process is portrayed by the intersection of a vertical 
line, representing the decision instant, and a horizontal line 
representing the threshold level. The optimutn intersection 
point is in the middle of the eye and, to reduce the probability 
of errors due to noise, the eye opening must be as large as 
possible. Regenerator imperfections will cause the eye opening 
to contract and are tern1ed eye in1pair111e11ts. Vertical dis-

placement of the eye will be caused by amplitude degradations 
due to inter-symbol interference and variations in equalizer 
output level. Horizontal displace1nent will be caused by 
timing degradations due to static timing-errors and jitter. 
The magnitude of the eye opening relative to the theoretically­
derived eye provides a nieasure of both the regenerator 
impairments and the cnhancernent in signal-to-noise ratio 
required to keep the probability of errors the same. 

Jitter 

Jitter is defined as the short-lern1 variation of pulses from 
their ideal position in titne, and is a fonn of. random pulse­
width/position modulation arising from imperfections in the 
equalization and timing-recovery process. Jitter is due to 
fluctuations in the timing-pulse repetition rate, which is a 
function of the period between successive zero crossings of 
the timing signal. The most significant forms of jitter are 
those which add on a cumulative basis with the number of 
regenerators. These sources of jitter are caused by inter-symbol 
interference in the equalizer and amplitude-to-phase conversion 
in the limiting amplifier, both of \Vhich produce fluctuations 
in the time interval between zero crossings of the timing signal. 
Jitter from both these sources arc dependent on variations 
in the pulse density of the transmitted signal and, con­
sequently, the jitter will accu1nulate in proportion to the 
nun1ber of regenerators on a route. The tuned circuit in each 
tin1ing-recovery loop acts as a low-pass filter to the jitter pro­
duced by preceding regenerators and hence it is the low­
f requency pattern-dependent jitter that is cumulative,as illus­
trated in Fig. 21. The performance of digital multiplex equip­
ment niay be degraded by large an1ounts of jitter, but the 
route length of2·048 Mbit/s systems in the BPO network is 
unlikely to cause any significant problems. 

The pattern-dependent jitter produced by each regenerator 
is restricted by design to ensure that the displacement of the 
timing instant does not significantly impair the noise margin 
and, provided all regenerators have a similar tuned-circuit 
Q-factor, the jitter fron1 preceding units can be tracked 
without incurring any additional impairment. The most 
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FIG. 22-Dependent regenerator unit 

significant form of non-cumulative jitter is due to drift in the 
resonant frequency of the tuned circuit, caused by environ­
mental and ageing effects. As mentioned, 2·048 Mbit/s 
regenerators are specified to have a Q-factor between 35 and 
50, and the frequency stability must be better than 0 · 3 % 
to prevent a significant reduction in noise margin caused by 
the consequent phase shift of the sampling instant. 

Design Features 

Co11str11ctio11 

A dependent regenerator unit (see Fig. 22) consists of 2 
regenerators constructed on a single printed-wi1'ing board 
which is totally enclosed in a metal container. External 
connexions are made via a common multi-way plug, which 
is compatible with that used for 1 · 536 Mbit/s regenerator 
units. The 2 regenerators operate in the same direction of 
transmission over 2 cable pairs whicll form a quad and there­
fore DLSs are installed in pairs. 

Power Supply 

The power to each dependent regenerator is derived from a 
remote constant-current supply via a Zener diode, which is 
connected between the centre taps on the line side of the input 
and output transformers. The 2 regenerators are power fed 
from the same line power-feed unit and, at the end of a 
power-feed loop, the Zener diodes are connected in series 
to complete the return path. The maximum power con­
sumption is restricted to 700 mW per regenerator unit. 

Co111pone11/s 

The volume occupied by a dependent regenerator unit has 
been minimized to make efficient use of the space available 
within a repeater case. This has led to designs which have a 
very high component packing density on double-sided, 
plated through-hole printed-wiring boards. Extensive use is 
therefore made of thick-film resistor modules, and standard 
transistor-transistor logic circuits are normally used in the 
output stages and are required to comply with the standards 
of BPO specification D3000. 

Reliability 

Failures of dependent regenerators are expensive to correct 
and therefore reliability is a very important aspect. Experience 
with I · 536 Mbit/s line systems in the BPO has shown that 
the mean-time-between-failure (MTBF), estimated from fault 
returns, for a regenerator unit comprising 2 regenerators, is 
approximately 110 years. The production specification for 
2 · 048 Mbit/s regenerator units calls for a 120 year MTBF 
design objective calculated from component failure rates. 

HOUSING OF DEPENDENT REGENERATORS 

Dependent regenerators are normally housed in pressurized 
repeater cases which are installed in footway boxes or man-
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FIG. 23-Partially-equipped repeater case 

holes along a cable route. Up to 36 regenerator units can be 
accommodated in the standard BPO Case Repeater Equipment 
No. 17• A 160-pair tail-cable assembly, of length up to 10 m, 
is jointed to the main cable and enters the repeater case 
through an air-tight gland. At the point of entry, the tail 
cable contains an epoxy-resin air block, which allows the 
repeater case to be separately pressurized via a Schrader 
valve in the lid. Connexions to the regenerator units and 
auxiliary services are made via flexible leads and mating soc­
kets. Auxiliary items are mounted on a separate plate and 
comprise a fault-location filter (shown in Fig. 14), a pressure 
contactor, engineering-speaker-circuit loading coils and access 
plugs. A partially-equipped repeater case is shown in Fig. 23. 

FAULT LOCATION FACILITIES 

Fault location techniques are similar to those provided on 
1·536 Mbit/s line systems and have been described in detail 
in ·a previous article.8 

Error-Rate Alarm 

The first indication of a fault is provided by an in-service error 
monitor on the associated PCM multiplex equipment,4 
further measurements at the line terminal patching panel will 
isolate the fault to either the line or the multiplex equipment. 

Consideration is being given to providing a line-system 
error monitor at the line terminal, this would assist in locali­
zing faults on tandem-connected DLSs, and also enable 
standby DLSs to be permanently monitored. 

Power Feed Faults 

A fault in a power-feed loop can be located by reversing the 
polarity of the applied voltage by means of a switch in the 
power-feed unit. This causes diodes, which are connected 
across the power-feed loop at each regenerator unit, to 
conduct. All diodes between the terminal test point and the 
fault will conduct, and measurement of the line current enables 
the location of the faulty section to be determined. 

Regenerator Faults 

To enable 2·048 Mbit/s regenerators to share the same re-



peater housings and associated ancillary equipment as 1·536 
Mbit/s regenerators, a compatible fault-location method has 
been adopted. The trio n1ethod8 is therefore used to locate a 
faulty regenerator, the only new item of equipn1ent required 
being a 2·048 Mbit/s trio-pattern generator. Up to 18 de­
pendent locations can be interrogated from a terminal 
station. Catastrophic failures can be accurately located by 
this 1nethod, but a regenerator with a marginal performance 
or intermittent fault, is difficult to locate. Serious considera­
tion will therefore be given to an improved fault-location 
method for any second-generation line systems. 

Service Communication Circuits 

Several different terminal stations may be served by equip­
ment at dependent locations. Therefore, access to a telephone 
exchange line is provided in each repeater case to enable calls 
to be set up via the public switched telephone network. In 
addition, a local speaker circuit is provided for con1munication 
between dependent locations. 

SURGE PROTECTION 

Line transmission equipment is susceptible to dan1age from 
high-voltage surges that are induced longitudinally along 
cable pairs due to lightning, or fault conditions on power­
supply lines.9 Present BPO policy requires that surge-protected 
2·048 Mbit/s line equipment is provided only in areas of high 
risk to damage but, from 1980 onwards, all such line equip­
ment will be of the protected variety. 

The dependent regenerators are protected fro111 damage by 
providing a shunt path for the surge energy between the 
centre taps of the input and output transformers. The surge 
energy is thus dissipated to some extent by the loss of the 
cable pair, and a discharge path to earth is provided via a 
protection device in the line power-feed unit at the terminal 
station. Circulating currents via the cable pairs between 
successive' terminal stations are prevented by the isolation 
provided between the 2 power-feed loops at the power turn­
round point. 

Protection Arrangements 

The cable pairs have only a finite degree of balance and there­
fore a residual transverse voltage will result from any longi­
tudinal surge. Zener diodes are placed across both input and 
output circuits to prevent damage from excess transverse 
voltages. The shunt-protection devices comprise either gas­
discharge tubes or high-po\.ver-rated Zener diodes, or a combi-

FIG. 24-Voltage-surge protection arrangement for dependent 
regenerator 

nation of both. A typical arrangement for surge protection 
of a dependent regenerator is sho\vn in Fig. 24. 

Testing of Protection Circuitry 

Lightning Protection 

The applied waveform used to si111ulate lightning-induced 
surges is recommended by the CCITT, and has rise and decay 
times of 10 fLS and 800 µs respectively. A regenerator is 
designed to withstand transverse voltages of up to I 00 V, 
and longitudinal voltages of up to 2 kV applied between input 
and output ports or either port and earth. 

50 Hz !11ductio11 

A regenerator is designed to \.Vithstand a longitudinal surge­
voltage of amplitude 1300 V RMS and frequency 50 Hz, 
applied between input and output for a period of 0· 1 s; the 
surge current is limited to I A. 

CONCLUSIONS 

Part 1 of this article described the multiplex equipment, and 
this part has described the operating principles, equipment 
and installation of the 2·048 Mbit/s line system. Part 3 will 
describe the signalling equipment. 

When 2·048 Mbit/s line systen1s fro1n 5 UK manufacturers 
were installed on several field-trial routes, the subsequent 
evaluation programme revealed interference problems which 
were investigated and rectified. As a result, the regenerator pro­
duction specification includes additional clauses to enhance 
the immunity to crosstalk interference fron1 1·536 Mbit/s 
line systems, and impulsive noise from exchange switching 
equipment. Compatibility trials were successful and over the 
past 2 years the field-trial systems have performed satisfactorily 
under operational conditions. Contracts for production equip­
ment have been placed and the first systems \vill be brought 
into service during 1978. 
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Teleconferencing: A Service for the Businessman 

c. E. ROWLANDS, B.SC., C.ENG., M.l.E.E.t 

UDC 621.395.148: 061·3 

A 11u111ber of different leleco11fere11ci11g sys1e111s hare appeared in recent years, and studies suggest that 
audio and vfaua/ teleconfere11ci11g syste111s ha11e the potential to replace a significant proportion of business 
111eeti11gs that today i111•0/ve 1ra1•el. To realize this new business potenaa! and the ca/l re\lenue it represents, 
new syste111s 111ust be econonlic, effective and co111patible. This article briefly s1rr11eys the potential of tele­
co11fere11cing systen1s and proposes so111e f1111da111e11ta/ design require111e11ts which are derired directly fro111 
the needs of 1/ie usC'r. The design of an experin1e11tal audio-teleco11ference ten11i11al is then descrihed as an 
exa111ple of the design principles in action. 

INTRODUCTION 

In this era of energy crises, job dispersal, devolution and the 
paradoxical increase in central ad111inistration, serious con­
sideration is being given to the use of ne\\' and existing tele­
comn1unications services as a substitute for business activities 
that involve travelling. A n1ajor exan1ple of such services falls 
within the scope of the generic tern1 te/eco11Jere11cing. Un­
fortunately, teleconferencing can also be a confusing tenn 
\Vhich conjures up different, yet highly specific, pictures in the 
niinds of both custo1ners and teleco1111nunications staff alike. 
This article tries to allay son1e of that confusion by outlining 
for audio-teleconferencing systen1s, common fundan1ental 
requircn1ents \\1hich are derived froff1 the needs of the user 
and are not dictated by particular engineering restrictions. 
Teleconferencing, \Vith its considerable savings in time, 
money and energy, could become as fan1iliar a 1neans of 
comn1unication as the ubiquitous telephone, a natural aid 
and adjunct to the conduct of business. Tn the longer ter111, 
by itnproving group-to-group con1111unication, it 111ay 
influence n1anage1nent niethods and i1nprove business 
efficiency. 

TYPES OF SERVICE 

The enon11ous variety of teleconference services and equip­
n1ent available can be broadly divided into 3 categories. 
Ho\vever, the categories are not n1utually exclusive, and 
son1e services are fiybrids falling between the categories. 

Category l-J\1ulti-party handset telephony 

A group of individuals, each in a separate location, confer 
using their nonnal telephone instrun1ents (or loudspeaking 
telephones) connected via the public switched telephone 
net\vork (PSTN) and a special conferencing bridge. 

Category 2-The group-to-group audio conference 

T\\10 groups of people, each in a separate location, confer 
using special audio equipment connected by the PSTN or 
private circuits and supple111ented, if necessary, by docu111ent 
facilities. · 

Category 3-T!te group-lo-group audio/1•isual co11/ere11ce 

Two groups of people, each in separate locations, confer using 
special audio tenninal equipn1ent connected by private 
circuit links and a 2-\vay vision link. 

Each category has its 0\\1n peculiar engineering problen1s 
and, particularly in categories I and 2, which together con­
stitute audio-teleconferencing, a wide variety of solutions 
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has been demonstrated or proposed. These solutions are not 
necessarily con1patible; it is therefore in1portant at this 
early stage in the dcvelopn1ent of audio-teleconferencing to 
detern1ine if there are fundan1ental require1nents that are 
linked to the needs of users and which niust be satisfied if the 
service is to becon1e \Videspread. In 1nany cases, audio­
telcconferencing systen1s are adaptations or extensions of 
loudspeaking, or hands-.free, telephone equipn1ent. It is, 
ho\vever, dangerous to assun1e that the principles and 
restrictions accepted for hands-free telephony are equally 
acceptable \Vhen considering audio-teleconferencing. 

THE POTENTIAL FOR TELECONFERENCING 
SERVICES 

Although son1e teleconferencing equipn1ent has existed for 
many years in a nun1ber of countries, its in1pact has been 
small and the pattern of use very variable. As no clear 
picture of the potential for these services was en1erging fron1 
the corporate experience, extensive studies have been under­
taken \Vhich try to predict the potential niarket in the UK for 
audio and visual teleconferencing. These studies exan1ined the 
nature and content of business n1cetings, the nuinber of parti­
cipants and the econon1ics, to detenninc \Vhich meetings could, 
\Vithout loss of effectiveness, be substituted by a teleco111-
111unications service. The projection is expressed in tern1s of 
the anticipated number of business 1neetings in 1990, and the 
surprising conclusion is, using conservative assumptions, 
that 53 % of all meetings that involve travel could be sub­
stituted by teleconferences. The concept of effective sub­
stitution is, of course, a key issue. The participant in a remote 
teleconference has no access to the subtle forms of inter­
personal con1n1unication that are available in a face-to-face 
nieeting, and it is therefore natural that the inexperienced 
user should initially consider the teleconference as inferior. 
Research work suggests, ho\vever, that the value of the face­
to-face nuances and subtleties is much less than is con1monly 
supposed. Except in a sn1all nun1ber of special cases, they are 
unlikely to influence the outcon1c of a meeting. The special 
cases of counselling, bargaining and getting-to-know-people, 
favour the face-to-face meeting as would be expected, but 
these constitute a n1inor part of the totality of meetings. For 
the routine meeting, between people already well known .to 
each other and jointly concerned with project co-ordination, 
infonnation exchange and discussion, the telecommunication 
alternative is wholly adequate and does not colour the out­
co1ne. Indeed, in as niuch as teleconferences tend to be more 
businesslike, shorter and not prone to after-lunch effects, 
they arc more efficient than the face-to-face encounter in 
addition to saving time and travel. 

Recent studies show that even these conclusions n1ay be 
pessimistic and that bargaining activity can be, and is being 
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accomplished by teleconference, particularly where immediacy 
is a vital factor. The study of general potential, however, is 
deliberately conservative, and where doubt existed concerning 
the suitability of the telecommunication alternative, the study 
has opted for face-to-face contact. Similarly, in subdivi�ing 
the teleconferences between different types of communica­
tions media if doubt existed, the more sophisticated service 
was assumed. The division of types of services predicted for 
1990 is shown in Fig. 1. The striking result is the percentage 
of teleconferences that can be conducted solely by audio, 
or audio with document, facilities. If this prediction is bo

.
rne 

out in practice it is an important result for telecommunica­
tions administrations, for it indicates a growth potential for 
the new audio-teleconferencing services on the existing 
planned network and represents a source of additional income 
that will not require capital outlay on a completely new, 
special-purpose overlay network dedicated to telecon­
ferencing. 

In absolute terms, the potential market is large. Of the 
predicted 170 million meetings in the UK in l 990, it is sug­
gested that some 67 million could be carried by audio-tele­
conferencing services, thereby earning a revenue in the region 
of £100M at today's prices. The bulk of these teleconferences 
would use conventional telephone line and switching plant, 
but would originate from new types of terminal equipment. 

At this stage it must be emphasized, however, that these 
are projections of market potential and give no indication of 
how the market can be won, or the way in which it will 
evolve. 

FUNDAMENTAL REQUIREMENTS FOR 
AUDIO-TELECONFERENCING 

Though there are a number of teleconferencing systems 
available, they differ widely in their method of operation, 
sophistication and facilities. The necessary blend of features 
and facilities for successful audio-teleconferencing is not, 
therefore, immediately apparent, and care must be taken to 
distinguish between fundamental requirements and optional 
extras. Important technical questions on quality, loudness 
and bandwidth still need to be answered and, in each case, 
the ultimate choice must be made in the light of users' 
reactions. In examining the current ideas on the fundamental 
requirements, it must be stressed that there is no consensus to 
the views expressed. Opinions still vary widely on the 
direction that future development will take. 

Loudness of Received Speech 

Loudness is a key parameter. An audio-teleconferencing 
system that is too quiet is extremely tiring and frustrating 
to use, even when there is little background noise in the 
terminals. Not only does the attention of the participants 
wander as the strain of listening becomes unpleasant, but the 
teleconference tends to break up into 2 sub-meetings, one in 

each location. Surprisingly, the subjective effect of loudness 
is not a linear function of the sound level of the received 
speech in given room conditions. There appears to be a 
critical level for the received speech in a teleconference, above 
which conferees relax and participate freely and below which 
the strain of listening swiftly takes its toll and conferees 
tire rapidly and cease to concentrate. The desired listening 
level for received speech (which is clearlv above the critical 
level) depends on the room noise, the room acoustics, hearing 
acuity of the participants and perhaps on their attitude. As a 
first postulate, it was assumed that the received speech level 
heard by an individual over the system should be the same 
as the speech level he would hear from a colleague in the 
same room. Such a criterion is, however, simplistic, for 
at his own terminal the conferee receives speech from a 
colleague without bandwidth limitation or distortion and 
can also take advantage of binaural hearing effects. The 
reported work on preferred listening levels2•3 for conference 
telephony is not, unfortunately, directly applicable as it has 
concentrated on monophonic, broadband speech, which 
does not indicate the effect of limiting the received speech 
signal to the telephone bandwidth of 0 · 3-3 ·4 kHz. A 
tentative interpretation of the available evidence suggests, 
however that if the speech is restricted to the telephone 
bandwid

,
th, it 

;
nust be presented in the terminal at a level some 

3-6 dBt greater than if it were broadband. The advantage of a 
national service obtained by using the PSTN for transmis­
sion must be balanced, therefore, against the increase in the 
loudness required in the terminals. Furthermore, a conference 
system that has been designed for use on broadband private 
circuits will not necessarily perform satisfactorily on circuits 
having telephone bandwidth, nor may it be entirely straight­
forward to add the extra loudness required. 

Room noise also has an important effect on the preferred 
listening level. Fig. 2 shows the variation in the received level 
of telephone-band loudspeaker speech preferred by a 
conferee and the change in his speech level as the room noise 
increases. Between a room noise level of 35 dB(A)* which 
represents a quiet room, and a level of 55 dB(A), the pre­
ferred listening level increases by approximately 8 dB and the 
vocal level by about 5 dB. The most unfavourable situation 
occurs when a quiet room is connected to a noisy one via 
a telephone link. The speech level of the conferees in the 
quiet room is relatively unaffected by their ambient noise level, 
whereas that of the conferees in the noisy room is increased. 
Similarly, the conferees in the quiet room are content with a 

t dB (sound pressure level)-20 times the logarithm to base 
10 of the ratio of the RMS sound pressure level to the reference 
sound pressure level; unless otherwise stated the reference sound 
pressure level in air is taken as 2 x 10-s Pa . . 

* dB(A)-The sound pressure level as measured 111.dec1bels, by 
an instrument having a shaping filter, reference A, which approxi­
mates to the response of the human ear 
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lower listening level than those in the noisy room. In practice, 
however, the conferees in the quiet room receive the raised 
speech level fron1 the conferees in the noisy room, and the 
latter receive the speech of the conferees in the quiet roo111 
at too low a level. i·his is clearly an unsatisfactory situation 
and a 1nethod of rebalancing the conferencing-systen1 gains 
to take into account the an1bient noise in the tenninals is 
desirable. 

Noise is a function of the tern1inal roon1's environn1ent, 
but the acoustic properties of the roon1 itself also affect the 
speech level received by the conferee. In a typical roo1n with 
reflecting surfaces, the received sound reaches the listeners' 
ears not only via a direct path fro111 the sound source, but also 
by indirect paths resulting from single or multiple reflec­
tions at the walls. This reverberant sound-field adds to the 
direct sound-field and n1ay enhance the total received sound, 
as those who sing in the bath are aware. While it may be 
straightforward to design a stable audio-teleconference 
syste1n considering only the direct received sound-fielQ, 
few n1eetings take place in con1pletcly dan1ped or anechoic 
conditions. Indeed, it is not desirable that they should, as 
the typical reverberant roon1s (in \Vhich we all live) give 
rise to a quality of speech that we all consider pleasant and 
nonnal. In an audio-teleconference systen1, it is the rever­
berant sound-field in the conference roon1 that governs 
the stability of the systein and, hence, the loudness performance 
that can be achieved. This sound-field varies fro1n room 
to roon1 depending on the an1ount of acoustic absorbent 
the roon1 contains. 

In a sin1ple systen1, a con1pron1ise loudness setting can be 
arrived at that will be satisfactory in a range of roon1 con­
ditions but will be unsatisfactory in others. Alternatively, a 
volun1e control can be provided, but this may bring other 
serious perforn1ance disadvantages. The 1nost satisfactory 
approach is to 111ake the audio-conferencing tern1inal equip­
ment adapt its perforn1ance to the environn1ent in which it is 
used. With n1odern technology, this is becon1ing feasible and 
econon1ic, but there ren1ains 1nuch work to be done to 
quantify the interdependence of the factors affecting loudness 
to ensure that the perforn1ance provided by the equip1nent is 
opti1num in all conditions. It is unlikely that the final 
analysis will becon1e available for several years, as the work 
n1ust involve the subjective response of groups of individuals, 
and there are a large nu1nbcr of permutations of possible 
conferencing situations to be exan1ined. 

Bandwidth and Speech Quality 

Ideally, a bandwidth in excess of 10 kHz should be provided 
if a high�quality audio-teleconference is required. Providing 
such a service via BPO networks is difficult for, although a 
lin1ited number of special music-quality private circuits exist 
for broadcast use, the overwhelining n1ajority of links, both 
in private�circuit networks and the PSTN, arc limited to the 
telephone bandwidth. If, however, the extra loudness men­
tioned earlier is available, conferees presented with a properly 
optin1ized telephone-bandwidth system arc usually unable to 
recognize that the system is quite severely band-limited, unless 
they are deliberately allo\ved to listen to a wideband system 
and to n1ake a direct con1parison. The quality of speech pro­
duced by the receiver in a telephone handset is widely, and 
wrongly, taken as the quality to be expected from the telephone 
network. Indeed, nai've users are often surprised by the network 
perfonnance revealed by the electro-acoustic devices forming 
an audio-teleconference system. From the evidence to date, 
it can be concluded that telephone bandwidth is adequate for 
audio-teleconferencing, provided the available bandwidth 
is used to full advantage. In particular, attention must be 
paid to intelligibility, as this may suffer badly if there is a 
marked loss of frequencies at the upper end of the telephone 
band. 

Closely linked to the questions of bandwidth and intelligi-
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bi!ity is the ability of the listener to recognize the voices of 
individual participants at the ren1ote tern1inal. The need for 
speaker identification varies from n1eeting to n1eeting. Son1e 
organizations 1nay require a separate systen1 of speaker 
identification so that appropriate rank protocols can be 
observed; others niay wish to identify the affiliation of a 
particular speaker. There is a suggestion that son1e people 
find voice recognition difficult under norn1al circun1stances 
and \vould, therefore, have particular difficulty in recognizing 
the di'itant people in an audio-teleconference by the tin1bre 
of their voices alone. This could be particularly en1barrassing 
if, for exan1ple, the person in difficulty was also taking the 
notes of the 1nceting. The provision of better quality or wide­
band audio syste1ns will not necessarily help. They 1nay 1nerely 
inake it easier for the people with recognition ability to n1ake 
an identification. Further hun1an factors work is desirable 
in this area, for the in1plications of speaker identification are 
not trivial, either technically or econo111ically. 

Voice-Activated Switching 

Voice-activated switched attenuation (often called voice­
switching) has been introduced extensively into loudspeaking 
telephones and audio-teleconferencing units to maintain 
overall stability and prevent howling; for 2-wire operation on 
the present PSTN it is an essential feature. Fig. 3 illustrates a 
typical situation which could be found with existing equip-
1nent. The attenuation between the 2 parties in a telephone 
call can be large and require considerable a1nplification of the 
speech signal received from the local telephone line. As the 
trans-hybrid loss is usually quite low, under listening con­
ditions a correspondingly large amount of switched attenua­
tion n1ust be included in the transn1it path of the instrun1cnt 
to prevent instability around the acoustic path and hybrid 
loop. Si1nilarly, when transmitting speech, the attenuation 
must be placed on the receive path of the instrument. Other 
solutions to the problen1 are difficult to find. The range of 
attenuation to be expected on calls n1ade via the national 
network is unlikely to change significantly while analogue 
transn1ission remains in the local network, and only niinor 
improvements can be effected in the acoustic feedback be­
tween the 111icrophone and loud-speaker. lncreasing the 
trans-hybrid Joss would n1ake an i1nportant difference, 
hut no cheap and effective method of auton1atic balancing 
has yet been found. From ·a technical point of vie\v, there­
fore, voice-switching is a necessity but, from the marketing 
and users' point of view, is it a serious restriction on the 
acceptability of widespread and efficient audio-conferencing? 
Opinion is divided. One recent study has shown that the 
present BPO loudspeaking telephone (LST 4D) is used 
by some customers for teleconferencing, particularly when 
it enables an urgent need to be satisfied. The range of views 
expressed was nonetheless wide: from the enthusiast who 
regularly used the equipment for teleconferencing, to the 
individuals who resorted to telecommunications only if 
the need was in1perative. A severely voice-switched system 
was used in one country by a government department as 
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an alternative to a difficult journey of several thousand 
kilometres over ncar-arctic terrain in the winter months. 
Such examples cannot in the1nselves constitute proof that the 
principle of the equip1nents' operation is satisfactory for the 
majority of 1neetings; they merely suggest that given the 
need, a conference can be achieved. 

At this stage in the developn1ent of audio-teleconferencing, 
it would seem sensible to regard any systen1, whose mode of 
operation makes the user continuously and consciously 
interact with it, as potentially less suited to the task than the 
invisible system, which neither intrudes nor inhibits the 
users' normal behaviour. 

In sun1mary, therefore, it is suggested that the basic 
requirements for any audio-teleconferencing systen1 should 
be: 

(a) adequate loudness of the received speech from the 
distant terminal, 

(b) intelligibility, 
(c) unobtrusive equipment whose operation and presence 

docs not alter the user's norn1al behaviour, 
(d) an ability to operate in a wide range of rooms without 

special acoustic roon1 treatn1ent, and 
(e) an ability to provide a range of special facilities; for 

example graphics or docu1nent facilities as optional extras. 

To these specialist requirc1nents can be added the general 
requirements: 

(a) sin1plicity in use, both during call set-up and conferenc­
ing, 

(b) high reliability, and 
(c) 1nodest cost. 

HABITS, ATTITUDES AND DEMAND 

The potential market for audio-conferencing can be realized 
only if naturally conservative conferees can be persuaded 
that teleconferencing is an attractive alternative to travel. 
The subject of attitudes niust be approached carefully for, 
in many cases \.\'here teleconferencing will be provided as an 
alternative to travel, the potential conferee will still be able 
to make a choice. Enthusias111 on the part of efficiency experts 
or con11nunications managers n1ay ulti111ately prove quite 
spurious, whatever the economic and technical 1nerits of the 
systen1, if potential users vote with their feet and shun the 
service. Unfortunately, such experience is co1nmonly found 
in many existing audio-teleconference syste1ns. An initial 
burst of use gradually dies away, to leave only a residual core 
of enthusiasts and, although the equipn1ent earns its keep, 
its use is far below the potential the system can offer. Avoiding 
con1plicated procedures and distortion of a n1eeting by the 
intrusion of the equipn1ent clearly has an itnportant effect, 
not just in an objective view of the efficiency of the audio 
equipment, but in influencing the reaction of firstRtime users. 
Perhaps the best that the teleconference equipment designer 
can achieve at this stage in the developn1ent of the concept 
is a syste1n without irritating and nianifest weaknesses. Not 
only must the equipn1cnt work well and be economic, it must 
be reliable, easy to access and simple to operate. With these 
features, the initial con1plaints and criticisms can be allayed 
and the real business of education and attitude changing 
tackled as part of the marketing process. After all, our grand­
parents naturally con1municated by letter with only special 
recourse to the telephone. So today the businessman turns 
to the car, the aircraft and the train to go to that 1nccting and 
probably never pauses to consider the alternative. 

It is. not surprising that the explicit demand for audio­
teleconferencing should at present conic from organizations 
with particular specialist needs who are not necessarily repre­
sentative of the ultimate users. Several roon1-to-room audio­
teleconferencing systems have come on to the market in recent 
years, despite the prediction in the survey of niarket potential 

of an overwheln1ing ultimate demand for small desk-based 
terminals. The apparent contradiction is easily resolved, 
however, for, in the main, the present demand is seen as 
originating from the large companies with many locations 
who are seeking to improve 111anagerial cohesion and 
efficiency by the use of teleconferencing. Such organizations 
often also require multi-point facilities, particularly between 
their head and regional offices and their manufacturing 
units. Moreover, their very size and complexity generates 
specialist departments concerned with managerial efficiency 
and costs, part of whose function is to be aware of new 
developments such as audio-teleconferencing and to provide 
detailed economic analysis of their possible benefits to the 
con1pany. Early systems will be tailored to the perceived 
needs of such customers and the success of these initial 
attempts at teleconferencing will, inevitably, greatly influence 
business attitudes. Nonetheless, the ultimate aim must be 
kept in n1ind and, if possible, the first-generation equipment 
should be capable of logical developn1ent towards the ulti­
mate market need. In particular, a detern1ined attempt niust 
be made to define the preferred principle of operation at the 
outset so that each new generation of equipment can be 
functionally con1patible with its predecessors. If this can be 
achieved, the mo1nentun1 of the teleconferencing concept can 
be steadily built up with business increasing as the availability 
of con1patible tern1inals increases. 

A ROOM-TO-ROOM AUDIO-TELECONFERENCE 
SYSTEM 

As an exan1ple of the application of the foregoing principles, 
a roon1-to-room audio-teleconference systen1, developed at 
the BPO Research Centre and capable of connexion via the 
PSTN is briefly described. The service provided by the system 
meets the requirements for group-to-group facilities (category 
2) and it is aimed at the initial market requirements. 

To ensure niinin1un1 intrusion of the equipn1ent into the 
conference, an open-loop audio systen1 has heen adopted. The 
simple configuration is shown in Fig. 4, and a 4-wire circuit 
(or its equivalent), with separate transmit and receive paths, 
is required. This can be most readily and sin1ply achieved on 
the PSTN by using a pair of exchange lines, one line for each 
direction of transn1ission. 

A typical tern1inal could take the form shown diagram-
1natically in Fig. 5 and pictured in Fig. 6. There are 3 
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l: Cardioid microphone. 2: 'Figure-of-eight' microphone. 

FIG. 6-Yiew of a typical experimental terminal 

major elements: the transducer array, the audio electronics 
and the line connexion unit. 

The transducer array shown in Fig. 6 has been designed for 
use on existing tables. The loudspeaker is placed at the end oft he 
table and conferees are free to sit at any other position around 
the table. The microphone pick-up field is approximately 
uniform around the table and conferees can talk naturally 
without speaking to a particular microphone, without raising 
their voices, without having to sit upright or to press access 
keys. Anyone who is seated at the table and is within 0·75-
1 m of the microphone array can be heard at the distant 
terminal at a speech level some 3-6 dB higher than that heard 
by his colleagues at his own terminal, thereby fulfilling the 
loudness requirement. People in a second row around the 
table are also audible to . the distant conferees, but their 
speech is quieter and slightly more reverberant. The arrange­
ment is, moreover, fairly tolerant of the acoustic conditio�s 
of the room in which the terminal is used. Generally, acoustic 
treatment is only required to isolate the conference room 
from excessive external noise. 

Measurements indicate that the arrangement should 
perform well in the range of acoustic conditions that have 
been found in a survey of UK offices and conference rooms. 

The audio electronics unit is built from conventional 
pre-amplifiers, mixers and power amplifiers. A limiter is 
included in the transmit chain to limit the maximum speech 
level sent to line in accordance with BPO requirements, and 
a filter is provided to restrict the outgoing signal to the tele­
phone band. The only unusual feature is a 5 Hz frequency 
shifter. The frequency response of the complete audio loop 
without the frequency shifter in operation is very irregular, 
caused mainly by interference effects from the many sound 
modes in the terminal rooms. As the loop gain is increased 
the system oscillates, or howls, at the frequency where there 
is the largest peak in the response. The frequency shifter 
capitalizes on the rapid fluctuation of the loop characteristic 
with frequency and attempts to reduce or cancel a peak in the 
response by merging it into the adjacent trough. Each time a 
particular signal passes round the teleconference loop it is 
shifted by 5 Hz. A signal occurring at a peak in the frequency 
response is, on average, shifted to a trough for the second 
transit and the probability of a regenerative build-up of 
oscillation is reduced. In practice, the addition of the fre­
quency shifter, the operation of which cannot be detected 
by the conferees, allows a small amount of extra gain t� be 
added to the audio loop before 'colouration' of the received 
speech commences. The actual oscillation point is raised by 

94 

approximately 10 dB. The benefit in increased speech level 
is therefore modest, but the margin against howling is in­
creased and this further improves the tolerance of the system 
to extreme acoustic environments. 

The line connexion unit can take 2 forms: 

(a) a simple unit to connect the system to private circuits, 
or 

(b) a more complex control unit which connects the 
terminal to the PSTN. 

The simple unit merely contains the line isolation and pro­
tection features specified by the BPO for equipment connected 
to private circuits. Adequate gain is provided within the unit 
to compensate for the loss of the different types of speech­
band private circuits which are in use. 

The unit used for connexion to the PSTN has several 
additional functions. This unit supervises the setting-up of 
2 telephone calls over the normal telephone network to 
the distant terminal, and equalizes the resulting transmission 
paths to make them suitable for audio-teleconferencing. The 
absolute attenuation, the attenuation/frequency characteristic 
and the circuit noise of each connexion will differ, and the 
equipment must therefore measure and correct each factor. 
Extra signal gain can be added only at the receivers at either 
end of the transmission path, as the signal transmitted to the 
telephone line must not exceed a predetermined level to 
avoid overloading of frequency division multiplex (f.d.m.) 
line equipment. Thus, although the absolute attenuation of 
the transmission path can be quite simply corrected, the 
additional gain at the receiver amplifies any line noise and 
crosstalk, both of which will impede the teleconference. It is 
therefore necessary to apply a noise-reduction technique to 
the transmission path by processing the transmitted signal 
and subsequently restoring it to its original form at the 
receiver. 

CONCLUSIONS 

This article has identified a number of basic require­
ments for an audio-teleconferencing system which may be 
essential if customers are to adopt audio telecommunications 
services as an alternative to business travel. The factors 
discussed do not necessarily form a comprehensive list of all 
the relevant parameters but they include many of the principal 
problems and dilemmas that face the equipment designer. 

It is recognized that opinions among designers still differ 
widely on the way in which audio-teleconferencing could, and 
should, develop. There is a need for a consensus, however, 
if the new systems and services in this area are to be 
complementary and compatible for both national and 
international applications. 
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Dual Polarization Technology 

Part 3-The Influence of the Propagation Path 

M .  H. M ALLETT, B.SC., C.ENG., M.I.E.E.t 

UDC 621.3.095.I: 621.37.029.6 

This article, which concludes a series of articles 011 dual-polarization technology, discusses rhe effects of the 
propagation path on the Ol'eral/ cross-polar pe1fon11a11ce of 4/6 GHz co1111nu11icalion-satellite systen1s. 
A progra111111e of slant-path propagation 1neasuren1e11ts, which co111111enced in January 1977 at the Goonhil!y 
earth stanou site, is also described and so111e of the interin1 results.are discussed in detail. 

I NTRODUCTION 

The propagation path between an earth station and a com­
munication satellite includes the ionosphere and the tropo­
sphere. Both of these regions may cause polarization changes, 
but by different mechanisms. The polarization changes are 
frequency dependent and therefore assume different levels of 
importance according to the operating frequency. This article 
is concerned priinarily with the introduction of dual polariza­
tion into the 4 GHz and 6 GHz frequency bands. 

The main object of studying propagation effects in dual­
polarized systems is to enable the overall performance of a 
satellite link to be predicted as a function of time. To this 
end, COMSAT*, acting as the manager of the International 
Telecon1munications Satellite Organization (INTELSAT) 
system, has undertaken a nun1ber of theoretical and practical 
studies of rain depolarization. However, relatively small 
changes in location can result in significant variations in 
propagation conditions and it is therefore desirable that 
measurements are made at particular earth station sites, 
thereby minimizing the uncertainties involved in predicting 
the performance of dual-polarized systems operating via those 
earth stations. 

IONOSPHERIC EFFECTS AND THE CHOICE 

OF POLARIZATION STATE 

The ionosphere is a region of space surrounding the earth, 
and consists of electrons and ions that move in a gyrating 
manner. The principal effect of the ionosphere on wave 
polarization is known as Faraday rotation. This effect is 
attributable to anisotropy in the ionosphere, and results in 
the rotation of the plane of polarization of linearly-polarized 
waves. The angle of rotation is proportional to the square of 
the wavelength and is very dependent on the electron density 
and, therefore, on the level of solar activity. The direction of 
rotation is determined by the orientation and the direction of 
the signal path relative to the earth's magnetic field, and is 
opposite for up-link and doWn-link signals. Typically, a t  
4 GHz, a linearly-polarized wave can suffer a rotation o f  3° 

and, unless some means is available of separately controlling 
the transmit and receive polarization angles of the earth­
station aerial, the cross-polar discrimination (XPD) is limited 
to about 25 dB for a down-link operating at 4 GHz, and 32 dB 
for an up-link operating at 6 GHz. Methods of counteracting 
Faraday rotation by adjustment of the earth-station aerial­
feed polarization were described in Part 2 of this series16• 

t Telecommunications Developn1ent Department, Telecom­
munications Headquarters 

* COMSAT-INTELSAT Management Services Contractor 

However, with circular polarization, the effects of Faraday 
rotation are avoided and it is the natural choice for systems 
operating in the 4 GHz and 6 GHz frequency bands. A t  
higher frequencies, the choice of polarization state i s  more 
likely to be influenced by tropospheric effects. 

TROPOSPHERIC EFFECTS AND RAINFALL 

DEPOLARIZATION 

Precipitation (which includes rainfall, snow, ice and hail) 
occurs within the first 10 kn1 or so of the earth's atmosphere; 
this region is known as the troposphere. Precipitation is the 
main source of disturbance to microwave propagation on 
earth-satellite transmission paths, and a number of papers 
have been published17 on the effects of rainfall on polarized 
waves. 

The underlying mechanisms of rain depolarization and, in 
particular, how they affect dual polarized transmissions at 
4 GHz and 6 GHz are of interest. Raindrops falling through 
the atmosphere take up a non-spheroidal shape, owing to the 
effects of air resistance. A linearly-polarized wave which is 
polarized parallel to an axis of symn1etry of a raindrop 
has ·its amplitude and phase changed, but its polarization 
state ren1ains unaltered. When the same linearly-polarized 
wave is incident at some other angle, the 2 axes of symmetry 
of the drop produce different attenuations and phase shifts, 
and these differences (differential phase-shift and differential 
attenuation) change the polarization state of the wave. The 
change in the polarization state is determined by the magni­
tudes of the differential phase-shift and the differential 
attenuation and by the relative orientations of the wave 
and the raindrop. For the more general case of an elliptically 
polarized wave, having the major axis of its polarization 
ellipse inclined at an angle to the axis of symmetry of a rain 
drop, differential phase-shift and differential attenuation 
introduce further ellipticity. 

There is an in1portant difference between the effects of 
differential phase-shift and differential attenuation. A given 
amount of differential phase-shift always rotates the axes of 
the wave by the same amount and in the same direction, 
irrespective of the hand of polarization of the incident wave. 
Thus, for frequency re-use systems, orthogonality is preserved. 
Differential attenuation, however, introduces non-orthogo­
nality, because the direction of rotation of the polarization 
ellipse depends on the direction of rotation of the incident 
wave. This aspect has important implications regarding 
methods of cancelling rainfall depolarization. However, in 
the 4 GHz and 6 GHz frequency bands, both theoretical 
calculations and n1easurement results show that depolari­
zation in rainfall is mainly due to differential phase shifts. 
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In practice, of course, the incident wave is perturbed by an 
ensemble of raindrops in the path, and each of these drops 
tends to be oriented slightly differently. The size of individual 
raindrops varies, and statistical distributions, \Vhich change 
with rainfall rates, are used to describe the di1nensions of 
the raindrops. 

Jn the case of orthogonal linearly-polarized \Vaves being 
trans111ittcd through a volume of rainfall there will be n1axi-
1nun1 and 1ninimun1 values of XPD, according to the align­
n1ent of the incident waves and the mean canting-angle of the 
raindrops. (The tilt angle of the raindrops, with respect to the 
local vertical, is referred to as the canting angle.) In theory, 
if all the raindrops were aligned in the polarization plane then 
no cross-polar coupling would occur. This is a factor in 
favour of choosing linear polarization for frequency re-use 
and, at frequencies above 10 GHz, where the Faraday rotation 
problem is less significant than at 4 GHz or 6 GHz, there is 
usually a clear preference for using linear polarization. 

It can be shown18 that the minimun1 XPD (that is, maxi­
n1um coupling) between linearly-polarized waves is always 
numerically equal to that for circular polarizations under the 
same conditions. Thus, since it is simpler to derive an ex­
pression for XPD for the case of circular polarization than 
for linear polarization, circular polarization is assumed in 
the foJlowing discussion. 

Assurriing that all raindrops are equally oriented, the XPD 
for circular polarizations 

in which 

and 

� -20 log {( T, 
- T

!) I ei26 1} decibels (I) 
T2 + T1 

y 1 = ef--(r..:1-jfl1)L), 

y
2 

= e{-(a.2-jfl2)L}, 

I ei"f � I, where 

(2a) 

(2b) 

al> a2 are attenuation coefficients (nepers per kilometre), 
{11, {12 are phase�change coefficients (radians per kilometre), 
0 is the canting angle in degrees, and L is the total distance 
(kilometres) through the rainfall region. 

By re-arranging equations 1 and 2, 

XPD� -201og {G � �) fei" f} decibels, (3) 

where T= e{-(.6.a-jilfl)L}, 

f:j.IX = IX! - IX2, 

(4) 

In practice, not all the raindrops are equally oriented and 
the canting angles of individual raindrops will be scattered 
either side of some mean value. Components scattered by 
oppositely canted raindrops tend to cancel out, thus im­
proving the XPD. This is taken into account in equation (1) 
by replacing the factor J ei28I with <ei2e>, where the 
brackets denote averaging over the whole distribution. 
Unlike the factor /ei2e l , the averaged value has a value of 
less than unity; this results in a canting-angle reduction 
factor (E:), where 

E: - -20 log < ei26 > decibels. .. .... (5) 

The resultant expression for XPD becomes: 

XPD� -201og {G � �) < ei"> }decibels ... (6) 

The reduction factor has been evaluated in a number of 
different experiments. In one case, it was evaluated by photo­
graphing raindrops and reading off the canting angles of 
individual drops, and estimating E: theoretically19• In other 
experiments, the reduction factor has been estimated by 
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con1paring n1easurcd results with theory; for example, in the 
con1parison of sin1ultaneously nieasun:d linear and circular 
depolarization18. The value of i: for circular polarizations 
appears not to be very sensitive to changes in frequency, and 
a value of about 7 · 5 dB at 4 GHz has been suggested20. 

For frequencies of 4 GHz and 6 GHz, 11(3 is much larger 
than lia and, therefore, T in equation (6) is in1aginary. The 
n1agnitudc of T is nearly unity for typical XPD ratios and 
therefore the phase relationship between co-polar and 
cross-polar circularly polarized signals is approximately 
90 ± 20 degrees. The significance of this result is that it is 
possible to determine how the mean canting-ang:e of the 
rainfall is varying, according to the changes observed in the 
relative phase measured. In situations where it is thought 
that the depolarization nleasured is attributable to sources 
other than rainfall, determination of the canting angle can 
assist in the identification of the depolarizing medium. This 
method has been used in several instances to identify iceM 
particle depolarization at higher frcquencies21•22. 

For linear polarizations, the relative orientation of the 
polarization plane and the canting angle determines the 
relative phase angle and, in this case, the relationship between 
the measured relative phase angle and changes in canting 
angle is more complicated23• 

THE ROLE OF MEASUREMENTS 

The main incentive in developing theories and models for rain 
depolarization has been to enable predictions to be made of 
the cross-polar discrimination achievable over 4/6 GHz 
satellite links at earth stations in the INTELSAT system. 

The following outlines the kind of methods used in a 
typical prediction process. Such a process usually starts with 
a measured or estimated statistical distribution of rainfaII 
rate for the particular site in question. Experimental relation­
ships can be derived between point rainfall rate and total 
attenuation A over a slant path, of the form 

A = kRa. decibels, ...... (7) 

in which R is the rainfall rate in millimetres per hour, and 
k and a are constants. The constants, k and IX, are dependent 
on a large number of highly variable factors, and are usually 
found by equating measured statistical distributions of rain­
fall rate and fade depth, using regression methods. Such 
simple relationships can hide a multitude of approximations, 
and therefore particular values of k and IX can be regarded as 
being average values only. Expcri111ents sho\V that there is 
usually a good correlation between statistics of rainfall 
intensity and fade depth, although the instantaneous correla­
tion between the 2 variables may be poor. A second relation­
ship, between XPD and attenuation, can be derived theoreti­
cally24, and takes the form 

XPD � X - Y log A decibels, ...... (8) 

in which X and Y are constants and A is the attenuation. 
The instantaneous correlation between these 2 variables is 

likely to be rather better than that between point rainfall rate 
and path attenuation, and a relationship of this form can 
provide quite a close bound to rain depolarization measure­
ments. From this relationship, it is possible to obtain an 
estimated statistical distribution of XPD from slantMpath 
attenuation statistics. However, this is a gross simplification 
of the prediction problem, for the following reasons: 

(a) the variability of point rainfall-rate statistics from year 
to year, 

(b) the presence of depolarizing influences other than rain­
fall, 

(c) the wide range of variability of the spatial characM 
teristics of rainfall, 

(d) the variability of rainfall with the topography of the 
earth station site and its surrounding area, and 

(e) elevation-angle dependency. 



All these factors, to a greater or lesser extent, call for fairly 
comprehensive measurements to be 1nade which, experience 
has shown, may well reveal effects not considered prior to 
carrying out tneasurements. For example, measuren1ents at 
20 GHz of the depolarization on a slant path on the ATS-6 
satellite revealed significant depolarization effects that were 
not attributable to rainfall.21• 25 Attempts have since been 
made to develop a theoretical model for these effects, and it 
has been concluded that high-altitude ice particles could give 
rise to large differential phase shifts26• The measurements 
made by the BPO indicate that, at 20 GHz, ice-particle de­
polarization may be a more significant source of depolariza­
tion than rainfall. 

Fairly extensive programmes of n1easurements have been 
conducted by COMSAT at a nu1nber of earth stations. A 
severe restriction on the usefulness of some of these measure­
ments has been the poor residual XPD, due mainly to the 
ellipticity of the satellite aerial. Unless the component due to 
the satellite aerial can be clin1inated, it is not possible to 
measure accurately rainfall depolarizations of similar magni­
tude to the residual XPD. Typically, residual clear-weather 
XPD values of 40--45 dB are required over the link to permit 
the rainfall component to be measured accurately, principally 
because XPD components add vectorially. It is possible to 
improve the residual XPD by using a more elaborate measure­
n1ent system, and this has been done in some experiments. 
Table 1 gives a brief summary of 4 GHz depolarization 
experiments in progress, or completed. 

TABLE 1 

Results of Slant Path XPD Measurements taken at 4 GHz 

Elevation 
Location 

Angle 

COMSAT 
Laboratories, 
Clarks burg, 20° 
USA 

Cairns, 
Australia 52° 
- --- - - --

Taipei, 
Taiwan 200 

Yamaguchi, 
Japan 8" 

lbaraki, 
Japan 35" 

Lario, l 6° 
Italy 

--

Goonhilly, 28° 
UK 

Clear-sky 
XPD 
(dB) 

24 

37 

18-25 
-----

. .  

23·5 

39-40 

Test Period 

1 972-73 (1 year) 

1974 to date, intermit-
tent 

1 975 (4 months) 

1 975-76 (1 year) 

July 1 975-July 1977 

March 1976 (1 year) 

Planned October 1976, 
not yet started 

- - --------- -

Commenced January 
1977 

Topographical features which are particularly likely to have 
a strong influence on the rainfall statistics at a given site are 
hills and valleys (particularly where the prevailing wind first 
traverses sea and then hills); this situation can result in heavy 
rainfall in a hilly region. This phenomenon is known as 
orographic rainfall, and can be responsible for significant 
localized effects27• 

The second UK earth station site at Madlcy is located 

eastwards of several mountainous areas in Wales, including 
the Brecon Beacons and the Black Mountains; it is thought 
that, in this location, a heavier rainfall may occur than at the 
site at Goonhilly. These factors all point towards the desir­
ability of conducting depolarization measurements at the UK 

earth station sites, and therefore a programn1e of measure­
ments of XPD and associated parameters has been embarked 
upon at both sites. 

When n1aking measurements of depolarization, it is highly 
desirable that si1nultaneous measurements of other variables 
should be made (for example, fading and rainfall rate) to 
identify the causes of the depolarization. However, at 4 GHz 
and 6 GHz, the fades accompanying depolarization have, in 
general, magnitudes of only fractions of a decibel. The fade 
depths at higher frequencies (11 GHz and above) are deeper, 
and the fficasurement of fading of a co-polar signal at these 
frequencies is therefore a more practical means of identifying 
rain depolarization. An alternative to the direct measure­
ment of fade depth is the use of a radiometer, coupled to a 
small aerial pointing at the sky in the direction of interest. 
The radiometer measures the noise ten1perature of the sky, 
from \Vhich the corresponding fade depth can be directly esti­
mated. Recent comparisons13 of radiometer measurements 
with direct measurements via a satellite source at 20 GHz and 
30 GHz28 show that, despite doubts about the magnitude of 
scattering effects, it is possible to obtain good instantaneous 
correlation between directly-measured fade depth at a given 
frequency and that derived fron1 a radiometer measurement 
of sky noise-temperature at the same frequency. Therefore, 
in situations where it is required to measure ahsorptive 
fading effects, the radiometer, properly calibrated, provides 
a low-cost alternative to satellite measurements. 

At these higher frequencies, fairly accurate theoretical 
relationships have been developed and thus, assuming 
different bounding statistical distributions for the canting 
angles of individual drops within the rainfall, it is possible to 
derive upper and lower bounding curves relating XPD and 
fade depth. 

It is vital, during the course of any propagation measure­
n1ent, to ensure that observed effects can be attributed to 
propagation changes over the path being measured, rather 
than being due to measuren1ent problems. Since the radio­
meter records atn1ospheric changes only, it provides a useful 
indicator that the measured effects are a result of atmospheric 
variations and not due to failure of the satellite source or 
problems elsewhere in the measurement chain. Additionally, 
radiometer data, accun1ulated over a long period, can 
provide a useful means of extrapolating depolarization 
measurements in time for a given site. It may also be prac­
ticable to use radiometer data to extrapolate n1easurements 
to other sites and other frequencies, although with a limited 
degree of confidence. Extrapolation of measurements by this 
means does not, as previously pointed out, cover depolariza­
tion due to causes other than rainfall; where evidence exists 
of such depoladzations they must be treated separately. 

Accurate 1neasurements of XPD could not be made by the 
BPO until a satellite source with a high degree of polarization 
purity became available (or alternatively, access to an earth 
station aerial with facilities for cancelling the residual satellite­
ellipticity). The availability of an INTELSAT IV-A satellite 
in the Atla.ntic Ocean region <luring 1976, and the refitting of 
a 9 m experimental aerial at Goonhilly, enabled the BPO to 
commence 4 GHz XPD measurements in January 1977. To 
assist in the identification of the causes of depolarization, a 
12 GHz Dicke-type radiometer was installed alongside the 
9 n1 aerial, both aerials pointing towards the INTELSAT 
IV-A Flight 2 satellite. In addition to the measurements 
already mentioned, rainfall is recorded by means of a tilting­
syphon rainfall gauge. Fig. 21 shows a block diagram of the 
experimental measurement arrangements. 

This experin1ent is intended to provide the following 
information: 
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FIG. 21-Block diagran1of1neasuren1ent arrangen1ent 

(a) statistical distributions of XPD at 4 GHz, to provide 
an indication of the perforn1ance to be expected from a dual­
polarized link using an earth station in the UK; 

(b) statistical distributions of fade depth at 12 GHz, to 
provide data for the determination of aerial size for systems 
using frequencies of this order; 

(c) indications of depolarization effects not already 
revealed by theoretical studies; 

(d) the relationship between fading at 12 GHz and XPD 
at 4 GHz, to test' the possibility of predicting XPD at 4 GHz 
at new sites from fade-depth data measured at 12 GHz at 
these sites; 

(e) th� statistical relationship (if any) between point 
rainfall rate, fade depth at 12 GHz and XPD at 4 GHz. 

These measurements are providing useful results applicable 
to a 28° elevation-angle path at the Goonhilly site and may 
have some application to other sites. However, the first 
aerial system at the new earth-station at Madley will be used 
with an Indian Ocean satellite, and will, therefore, operate at 
a low elevation-angle (around 6°). This difference in elevation 
angle, together \vith the additional possibility of topo­
graphical influences on rainfall at Madley, indicates a need 
for a separate programme of measurements at 6° to be made 
at the Madley site. 

To this end, a 12 GHz radiometer will be installed at 
Madley early in 1978 to enable measurements to be made of 
fade depths at 12 GHz. Later in 1978, with the introduction 
of Madley 1 to the Indian Ocean region, it is hoped to extend 
the experiment to the measurement of XPD using the Madley 1 
aerial system, which has a dual-polarized feed with high 
polarization purity. 

UK MEASUREMENT RESULTS 

Since the start of these measurements, early in 1977, severe 
depolarizations have been observed on a number of occasions. 
Table 2 gives a list of the dates and tin1es of the most signifi­
cant of these events. It can be seen that low levels of XPD 
have occurred in conjunction with large fades measured with 
the radion1eter on 2 of the occasions (on the 11 th July and 
the 3lst October), whereas on 2 other occasions the low levels 
of XPD were measured at times of relatively low depths of 
fading. These results indicate that, on the 2 occasions on 
which only low fades were observed, the primary source of 
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TABLE 2 

Severe Depolarization Events Observed at Goonhilly 
(21 January-31 October 1977) 

Minin1um Accompanying Time that XPD 
Date XPD Attenuation at fell below 

(dB) 12 GHz 25 dB 
(dB) (s) 

11-12 July 1977 22 15 192 

23-24 August 1977 25 2·3 48' 

5-6 October 1977 21·5 5·5 288 

31 October 1977 19·9 21 156 

* XPD recorded at 25 · 5 dB 

depolarization was something other than rainfall, and was 
possibly ice particles at high altitudes. To investigate these 
occurrences further, scatter diagrams were produced for each 
of the events in Table 2, and are shown in Figs. 22(a)-22(d); 
the rain depolarization predicted by theory is also shown on 
these scatter diagrams. 

The 2 solid lines in Fig. 22(a) indicate theoretical relation­
ships between XPD at 4 GHz and fade depth at 12 GHz for 
circular polarization over a slant path at 28° elevation angle; 
those are shown for equal rainfall rates assuming (a) equal 
canting angles, and (b) random canting angles, to represent 2 
extremes of the san1e model. It is also necessary to consider 
the effect of the residual XPD, which can add vectorially to 
the rainfall or ice-particle depolarization; to account for this, 
maximum and minimum bounds were computed for the total 
XPD, allowing for the residual XPD at the start of each event. 
The shaded area on each diagram therefore represents the 
area in which there is correspondence between the data and 
the rain depolarization theory. 

Referring to Fig. 22(a), it can be seen that the majority of 
points lie well within the shaded area. However, there is a 
cluster of points (rnarkcd A) parallel to the XPD axis, with a 
low accompanying fade (less than 1·5 dB). This effect is 
shown quite strongly in Fig. 22(b) where the clusters of 
points marked B and C clearly do not agree with the rain 
depolarization theory. The cluster marked C corresponds to 
a fade depth of just over 2 dB, indicating the presence of both 
rainfall and another depolarizing nledium in the propagation 
path. 

The results recorded in Fig. 22(c), while showing a cluster 
of points outside the shaded area are, in general, in agreement 
with the rain-depolarization theory. The cluster of points 
marked D do not (unlike those shown on Figs. 22(a) and (b)) 
nlove out parallel to the XPD axis, indicating that the main 
source of depolarization was probably rainfall. 

The scatter diagram for the most severe depolarization 
event observed up to the beginning of Nove1nber 1977 is 
shown in Fig. 22(d). The clusters of points marked E and F 1,2, 
show little correlation between XPD and fading for those 
periods. Fig. 23 shows extracts from the chart recordings over 
the same period and it can be seen from the signal traces 
that there is little correlation between the 2 nleasurements for 
the periods E and F. However, one stretch of recording 
(marked G in Fig. 23) showed a very strong correlation, and 
when plotted on the scatter diagram (points marked G 1-011 
on Fig. 22(d)), the observed values largely agree with the 
rain depolarization theory. 

These observations appear to show that depolarizations of 
comparable magnitude to those attributable to rain can pro­
bably be caused by high altitude ice particles. Although 
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SYSTEM PERFORMANCE REQUIREMENTS 

Part 2 of this article mentioned the requirement for an 
overall clear-sky XPD of 27 dB or better for dual-polarized 
satellite links, but little has been said about the n1inin1um 
acceptable XPD that can be tolerated for very small periods 
of time. 

Because of the difficulty in predicting the likely cross-polar 
performance for satellite links, INTELSAT decided that a 
provisional lower limit would be set on the XPD of 12 dB, to 
be exceeded for at least 99 · 99 % of time. This limit is intended 
to enable most of the earth stations in the INTELSAT system 
to operate to INTELSAT V without requiring adaptive 
polarization compensation. 

From the results of the UK measurements, it appears 
certain that this requiren1ent will be n1ore than adequately 
met for Atlantic Ocean operation, without providing polari­
zation compensation. However, the ability of the majority of 
earth stations to meet a more stringent limit without polariza­
tion compensation may result in a better performance being 
specified at some time in the future. It is therefore important 
that the BPO should have accurate information on the actual 
performance of satellite links both for Atlantic Ocean opera­
tion at 28° elevation angle, and also for Indian Ocean opera­
tion at 6° elevation angle. 

A more stringent limit on XPD would have advantages in 
terms of satellite capacity since, with the existing limit, it will 
be necessary tO introduce constraints in the allocation of 
carriers on opposite polarizations. 

CONCLUSIONS 

The introduction of dual-polarized frequency re-use systems 
into the INTELSAT satellite network requires a detailed 
knowledge of the problems arising from the propagation 
path. Until recently, only the effect of depolarization due to 
rainfall itself was considered, but there is now strong evidence 
that other causes are as significant, even at the relatively low 
frequencies of 4 GHz and 6 GHz. 

The measurements carried out at Goonhilly have contribu­
ted to an increased understanding of depolarization effects 
attributable to the propagation path. It is intended to continue 
with the measurements at Goonhilly to obtain statistically 
significant data, and to proceed with low elevation-angle 
depolarization measurements at the Madley earth station. 
The first objective of the low-angle measurements will be to 
determine the need or otherwise for polarization compensa­
tion devices for low-angle operation. To supplement these 
measurements, the results of theoretical studies elsewhere will 

Book Review 

Microwave System E11gi11eeri11g Principles. S. J. Raff, PH.D. 

Pergamon Press. xi + 120 pp. 17 ills. £3 ·90. 

The author based this book on his graduate courses on 
microwave engineering principles. He has made the .subject 
interesting by describing, in simple terms, the physical prin­
ciple behind the concepts treated. His treatment of the appli­
cation of the second law of thermodynamiCs and the properties 
of thermal noise to certain circuit theorems is particularly 
interesting. 

Subjects treated are: thermal noise, statistics, signal proces­
sing and detection, antennae, propagation and transmission 
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be used to try and improve n1cthods of predicting cross-polar 
perforn1ance over slant paths. It is hoped that these methods 
will also be of value in predicting the performance of 
11/14 GHz dual-polarization satellite links, with the accuracy 
of prediction i1nproving as nieasured results of slant-path 
propagation at 11 GHz and 14 GHz becon1c available. 
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lines, reflection and refraction and some system character# 
istics. However, perhaps not surprising for a book of this 
size, the treatment is at an elementary level only, and a micro­
wave engineer would need to build on this information. The 
book would be suitable for someone requiring an introduction 
to the subject, or for someone wishing to know something 
about the physical aspects of the concepts involved. 

In the opinion of the reviewer, the print is not attractive 
to read and the printing used on the figures is too small. 
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The Selection of Microprocessors 

M. D. ROWE, n.sc.t 

UDC 681.31-181 

A sil11ple classification of n1icroprocessors into 3 types, supported by specification details of representati\le 
n1icroprocessors, is used in this article to aid a discussion of the technical factors relevant to the selection 
of 111icroprocessors. The weaknesses of con1111011/y used 111ethod� of selection and the co1111nercial co11strab1ts 
for teleco111111u11ications applications are used to show tlu: difficulty of the task. The need for a continuing 
supply of con1po11e11ts of assured reliability is highlighted to stress the ilnportance of the choice of sen1i­
conductor 111anufacturer. 

INTRODUCTION 

Articles1•2 already published in this Journal have given an 
introduction to microprocessors by showing how their design 
could be built up fron1 the principles of programmable logic, 
and described the techniques used in writing, and in elimina­
ting errors from, programs for microprocessors. This article 
discusses the Selection of a microprocessor from the many 
available, particularly when a large range of applications is to 
be satisfied. 

In this article, the microprocessor field is divided into 3 

distinct classes, and the broad characteristics of each class 
are described. The wide meaning of the term pe1fonna11ce 
when applied to microprocessors, and the technical factors 
which a user would consider, are discussed. Survey tables 
giving technical details of some modern microprocessors from 
each class are presented as a convenient reference for the 
discussions. The commercial influences on the selection of a 
microprocessor are introduced and used to put the technical 
considerations into perspective. 

Since 1971, when only 2 designs of microprocessor were 
available, each year has brought an increasing number of 
new designs; today, more than 50 distinct designs of micro­
processor are on sale. The choice seems bewildering a:t first 
sight, but fortunately, as the number of designs has increased, 
so has their diversity. For any particular application, a choice 
of microprocessor need only be made from perhaps as few 
as a dozen broadly comparable designs. Jn this article, the 
classification scheme and discussion of the technical factors, 
and the survey tables (Tables 1-4), are intended to show up 
the distinguishing features. 

The microprocessor is a common block of logic which can 
be adapted to any of a wide variety of tasks by a specific 
program. This ability allows some of the economies of semi­
conductor large-scale integration (LSI) to be brought to tasks 
where production numbers are only nioderate3• The micro­
processor therefore answers a special need in the field of 
telecommunications system engineering, which is char­
acterized by many t:ypes and variants of equipment in numbers 
that are small by semiconductor standards. 

In other respects, semiconductors and telecommunications 
are less well matched. Telecommunications, with its lengthy 
design cycles and long equipment lifetimes, contrasts starkly 
with the volatile semiconductor industry, which has seen 20 

or more designs of microprocessor stillborn or extinct. Most 
of the present designs have been on sale for less than 2 years. 
The difficulty of maintaining equipment in 30 years' time in 
an era of rapid technological obsolescence is not merely a 
philosophical problem. It will be taken up later but is men-

t Research Department, Telecommunications Headquarters 

tioned here as a hint that a satisfactory selection cannot be 
made on technical considerations alone. 

MICROPROCESSOR PERFORMANCE 

If their speed of operation allows, most microprocessors, by 
virtue of their inherent versatility, can accomplish most 
application requirements, though with varying ease and cost. 
Each microprocessor has some strengths and some weaknesses 
when viewed in the light of typical applications. Jn specific 
applications, one microprocessor's strong point may prove 
worthless, while another's weakness may be unimportant. 

There are many aspects of microprocessor performance 
that need to be considered in the selection process: 

Speed of Operation 
Speed of operation is a prin1ary measure of performance 
since it determines whether a given application can be tackled 
by a particular microprocessor. Speed of operation is hard to 
predict, since it depends upon so many other factors, such as 
clock rate, timing scheme, word size, addressing modes, 
architecture and instruction set. These factors are discussed 
later in this article. 

Progra111 Space 
Program space is the number of program binary digits 
required to perform a given task. The program space require­
ment is a complex combination of many factors, but its 
chief in1portance lies in the influence it has on the number 
of memory packages required in the system, and hence upon 
the unit production cost of the equipment. 

Chip Count 
The chip count is the number of major devices required to 
make a working system. The chip count has a direct effect on 
the production cost of the equipment, and depends strongly 
on the architecture of the microprocessor. 

Cost 
Another part of perfonnance is the production cost of the 
equipment. This depends upon the chip count and, to a lesser 
extent, on the price of the chips. That is not the whole story, 
however, for the development and operational costs cannot 
be ignored. These additional costs are discussed later. 

Ease of Use 
Ease of use is a less obvious facet of performance. If a device 
is easier to use, it is likely to take less time to understand and 
to program, thereby reducing the cost of training and of 
writing the program. The programmer is also likely to make 
fewer mistakes. The quality of the manufacturer's literature 
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and development aids may be as influential as the instruction 
set and architecture of the device. 

Versatility 
Versatility could also be considered an aspect of performance. 
The more versatile a microprocessor is, the wider the variety 
of tasks which it is likely to be able to tackle, and hence the 
more scope there is for sharing the training and development 
costs by using the same device for several applications. 

The point in mentioning these progressively more obscure 
aspects of performance is to encourage consideration of the 
measurable parameters for their significance in the overall 
selection process. 

CLASSIFICATION OF MICROPROCESSORS 

The microprocessor field can be divided into 3 classes within 
which the devices are intended broadly for the same levels of 
performance. The survey tables (Tables 1-4) follow the same 
classification. The general characteristics of each class are 
described first, followed by an introduction to the survey 
tables. 

Compact Microprocessors 

Compact microprocessors are intended for applications for 
which low cost and simplicity in the external circuitry are 
more important than speed of operation or sophistication of 
facilities. Architectures are used which result in a minimum 
chip count for small systems, sometimes at a penalty for large 
systems. Some have a program read-only memory (ROM), 
data memory, input/output ports and system clock all on the 
central processing unit (CPU) chip; that is, a complete 
microprocessor system (or microcomputer) on a chip. A 
typical internal architecture of a compact microprocessor is 
shown in Fig. l(a); a typical minimum system structure is 
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SP: Stack pointer 
AR: Address register 
ALU: Arithmetic logic unit 

PC: Program Counter 
IR: Instruction Regisler 

Fro. I-Compact microprocessor 

shown in Fig. l(b). The instruction set need only be fairly 
basic, with an emphasis more on compactness in the program 
than on speed of operation. The programs tend to be short 
(typically 4 kword or less) and are usually written in assembly 
language. 

Applications are in wired-logic replacement or dedicated 
control. Many applications are new to electronics (for example, 
use in cash registers) or new altogether (for example, games 
played on domestic television receivers). Production volumes 
tend to be high, so that production costs predominate. A 
single power supply and on-chip clock generator are likely to 
be more highly regarded than sophisticated features or long­
term availability. Word widths are commonly 4 bit or 8 bit. 
Compact microprocessors are constructed almost exclusively 
in metal-oxide semiconductor (MOS) technologies4 (see Fig. 2). 

Versatile Microprocessors 

In versatile microprocessors, architectures are used which 
give a wide addressing range and easy control of larger 
systems. Typical internal architecture and minimum system 
structure are given in Figs. 3(a) and 3(b) respectively. Maximum 
performance, within the constraints of accommodating the 
CPU on a single chip, is sought by designers, though chip 
count in the system as a whole may be less important. 
Sophisticated system facilities are normally provided for 
interrupt and direct memory access. The parts family often 
includes special chips for controlling large memory systems 
constructed from industry-standard memory devices. The 
instruction sets tend to be extensive, sometimes with multipli­
cation and division facilities, with a choice of several modes 
of addressing. Larger programs are feasible (even 32 kword 
or more), so that a high-level language is usually offered (by 
means of a compiler). Versatile microprocessors are often 
powerful enough to form the basis of their own development 
system by running the development software, such as 
assemblers and compilers, as resident programs2• 

The applications of versatile microprocessors are often those 
for which a conventional minicomputer would have been used 
(but for cost) before the advent of the microprocessor. Indeed, 
some of the microprocessors use the instruction sets of 
successful minicomputers. Word lengths are generally 8 bit 
or 16 bit; a few 12 bit devices are available. Most versatile 
microprocessors are produced in MOS technologies, mainly 
n-channel; some are produced in complementary metal-oxide 
semiconductor (CMOS) technology and some in bipolar 
technology (see Fig. 4). 

FIG. 2-A self-contained microprocessor with on-chip ROM 

(Photograph by courtesy of Intel Corporation UK Limited) 
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High-Performance Microprocessors 

The highest performance in terms of processing speed is 
demanded from these devices. Historically, this has dictated· 
the use of bipolar technologies which, with their lower packing 
density, led to the use of the bit-slicing technique mentioned 
in an earlier article2• These bit-slice devices, in addition to 
their high intrinsic speed, permit also architectural flexibility, 
in that the physical paths of the system can be fitted to 
the application. Microprogramming by the user, which allows 
the instruction set to be tailored to the application with 
beneficial effects on the performance, is also usually offered. 

The systems which use these devices place a premium on 
performance at the expense of chip count, power dissipation 
and development costs. They are often used for functions 
previously carried out with medium-scale logic parts. Typical 
applications are in making high-performance minicomputers, 
high-speed control or real-time information-processing, such 
as speech analysis. 

SURVEY TABLES 

The survey tables (Tables 1-4) give the author's interpretation 
of manufacturers' data for a small selection of modern micro­
processors. Table 1 shows data for the compact types of 
microprocessor. Tables 2 and 3 refer to examples of the 
versatile microprocessor types (Table 2 for 8 bit devices and 
Table 3 for 12 bit and J 6 bit devices). Table 4 includes data 
for the high-performance types of microprocessor. 

The information in the tables has purposely been restricted 
in scope because the tables are not intended as a source of 
data but only to illustrate points made in this article. Manu­
facturs' own data should always be consulted as the only 
authoritative source for working decisions. 

The data given for the compact and versatile microprocessors 
(Tables 1-3) covers, roughly, resources on chip, software 
characteristics, performance indications and hardware aspects. 

The data given for the high-performance bit-slice micro­
processors (Table 4) is much simpler, since many of the 
characteristics which are fixed by the chip designer in the 
other types are at the hands of the user of the high-performance 
devices. It is not intended to add much to the information 
given in an earlier previous article2, which was sufficient to 
give some meaning to the parameters presented; further 
description of these devices is available5. 

SOFTWARE DESIGN 

Word Size 

The word size of the instruction and data paths has some 
influence on the ease of use and efficiency of a microprocessor 
but, in general, is one of the least important parameters. 
Short-word machines (for example, 4 bit) generally need in­
struction words longer than the data words, and address 
manipulation is particularly difficult. As explained in an 
earlier article1, an address of 12-16 bit is needed for memory 
sizes of 4 kword to 64 kword. In principle, therefore, 16 bit 
devices ought to be more straightforward to program. In 
practice, the limitations of package pins and chip layout, and 
a preoccupation with program size, has made most 16 bit 
microprocessors less easy to use than 8 bit versions. The 8 bit 
machines generally show a slight advantage in program size, 
except where 16 bit precision is needed. 

Address Capacity 

The addressing capacity indicates the size of program which 
can be used without resorting to special techniques. If the 
range is too small, extra hardware will be required to extend 
the addressing, whereas spare capacity results in superfluous 
address binary digits being carried in instructions which refer 
to the memory. Most general-purpose microprocessors give 
an addressing range of 32-64 kwords, but some ROM-on-
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TABLE 1 

Sample Data for a Selection of Compact Microprocessors 

Data Device A Device B Device C Device D 
(8 bit, nMOS) (8 bit, nMOS) (8 hit, nMOS) (4 bit, pMOS) 

RESOURCES ON CHIP 
Number of working registers RAM 8 (2 banks) 16 2 
RAM on-chip/maximum 32, 8 bit/(3) 64, 8 bit/320 64, 8 bit/64 kword 128, 4 bi t/'5) 
Stack size 2 8 1 (expandable) 2 
Timer/event counter 8 bit event 8 bit 8 bit No 
Interrupts No l 1 No 

-

PROGRAMMING CHARACTERISTICS 
ROM on-chip/maximum 512, 12 bit/'" I kword 8 bit/ 2 kword 8 bit/ 2 kword 8 bit/C5) 

4 kwordC4) 64 k\vord 
Instruction word size 12 hit R hit x 1, 2 8hitxl,2 8 hit 
Main operand addressing modes DIR, REG-IND REG, REG-IND REG, REG-IND REG-IND 
Full-range and relative jumps<lJ Full-range Full-range Both Both 
Number of conditional jumps 3 14 9 30 

PERFORMANCE INDICATIONS 
Add register to accumulator 4 ps 2·5 ps } /IS 12· 5 /IS 
Full-range AND-mask in memoryO>. (2) 8 flS JO /IS 6· 5 /lS 37·5 /IS 
Local increment, test, and branch(2) 28 flS 10 /IS 5·5 µs 112·5 ps 
Bit set and test instructions Yes Yes No Yes 
Decimat arithmetic instructions No Yes Yes Yes 

HARDWARE ASPECTS 
Power supplies 5V 5V 5V - 15 VC6J 
Clock requirements On-chip 1 MHz On-chip 6 MHz On-chip 4 MHz On-chip 100 kHz 
I/O on-chip/maximum 32/0) 27/No limit 32/2048 31 /<Sl 
Numbe·r as input/as output 32/32 24/24 32/32 31/18 
Separate I/O and memory expansion NoO> Yes Yes No<s> 

Notes (I) Full-range in minimum system only (3) Not expandable (4) ROM or PROM �5) Not expandable 
(2) Author's solutions-see text (Slave microprocessor on-chip 6}+5V, -IOVfor 

(See note in Tab!i;: 4) version also made) (Slave microprocessor TTL compatibility 
version also made) (Mariy versions with 

various ROM/RAM 
and I/O options) 

REG: Register DIR: Direct REG-IND: Register-indirect nMOS: n-channcl MOS pMOS: p-channe! MOS TTL: transistor-tran1;i�tor logic 

TABLE 2 

Sample Data for a Selection of 8 bit Versatile Microprocessors 

Data 

RESOURCES ON CHIP 
Number of accumulators 
Number of working registers 
Number of address registcrsOJ 
Size of stack or pointer (SP) 
Nun1ber of interrupts 

PROGRAMMING CHARACTERISTICS 
Address range 
Instruction word size 
Main operand address modes 

Full-range and relative jumps 
Number of conditional jumps 

PERFORMANCE INDICATIONS 
Add register to accumulator 
Full-range AND-mask in memory(Z) 
Local increment, test, branchC2) 
Bit set and test instructions 
Decimal arithmetic instructions 

HARDWARE ASPECTS 
Power supplies 
Clock requirements 
System and standard memory 
Memory access time 
Architecture 

Notes (I) Not including program counter or stack pointer 
(2) Author's solutions-see text 

(See note in Table 4) 

Device A 
(nMOS) 

2 
0 
2, 16 bit (Index) 
16 bit SP 
2 (1 maskable) 

64 kword 
8 bit x 1,2,3 
DIR, Indexed 

Both 
14 relative 

1·5ps 
5 JIS 
4· 5 fl.S 
Yes 
Yes 

5V 
2 phases 
Both 
300 ns 
Single-address 

Device B Device C 
(CMOS) (nMOS) 

1 l }16, 16 bit including 1, 8 bit (2 banks) 
program counter 3, 8 bit of above 
defined by pointers 8 x 16 bit stack 
1 1 (maskable) 

64 kword 8 kword(4) 
Sbitxl,2,3 8 bit x 1, 2, 3 
REG-IND REG, DIR, 

Indexed, Page 0 
Both Both 
18 8 

2 · 5 flS(J) 2·4ps 
17 · 5 ps(3) 12 ps 
7·5 psCJ) 9·6 ps 
No Yes 
No Yes 

3-12 VCJ) 5V 
On-chip 1 phase TTL 
Standard Standard 
300 ns 500 ns 
Register-based Register-based 

(3) Times at IOV; 
TTL compatible at 5 V 

(4) Paged to 32 kword 

Device D 
(nMOS) 

l 
6, 8 bit (2 banks) 
4, 16 bit of above 
16bit SP 
2 (1 maskablc) 

64 kword 
8 bit x 1, 2, 3, 4 
REG, REG-IND, 

Indexed 
Both 
8 full-range 

1 JIS 
8·25 µs 
6·25 JIS 
Yes 
Yes 

5V 
1 phase TTL 
Standard 
230 ns 
Register-based 

REG: Register DIR: Direct REG-IND; Register-indirect Page 0: Page addressing (zero assumed for high-order address) 
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TABLE 3 

Sample Data for a Selection of 12 and 16 bit Versatile Microprocessors 

Data Device A Device B Device C Device D 
(bipolar) (nMOS) (CMOS) (12 bit) (nMOS) 

RESOURCES ON CHIP 
Number of accumulators 1 }6, l6 bit 

1 } 16, 16 bit in RAM<1> Number of working registers 0 1, 12 bit 
Number of address registersO) 0 RAM CS) 
Size of stack or pointer (SP) 16 bit SP 16 bit SP Not applicab1e<6> 16 bit WP(7) 
Number of interrupts 1 (mask, vector) 2 (mask, vector) 2 (I masked) 16 

PROGRAMMING CHARACTERISTICS 
Address range 32 kword 64 kword 4 kword 32 kword(8) 
Instruction word size 16 bit x I, 2 10 bit<4) x 1, 2, 3, 4 12 bit x I 16 bit x l, 2 
Main operand address modes DIR, REG-IND, REG-REG, DIR Page 0, Indexed REG-REG, DIR, 

Page O Indexed, REG-IND 
Full-range and relative jumps Full-rangcO> Both Relative Relative 
Number of conditional jumps 16+ 16(+ l6 external) 14 12 

PERFORMANCE INDICATIONS 
Add register to accumulator 3·4 µs 2·4 /lS 2 · 5 ps(S) 4·7 /IS 
Full-range AND-mask in memoryC2> 11·8 /lS 16·4 (13·2)'4> ps 14 11s<S> 10 /lS 
Local increment, test, branchC2) 17·7 ps 10· 8 ps 16· 3 ps(5) 11·3/tS 
Bit test and set instructions Yes Yes No No 
Decimal arithmetic instructions No No No No 

HARDWARE ASPECTS 
Power supplies 5V 12V,5V,-3V 4-11 VCS> 12 V, 5 V, -5V 
Clock requirements 1 phase 10 MHz 2 phase 5 MHz On-chip 4 MHzC5) 4 phases 3 MHz 
System and standard memory Standard Standard Both Both 
Memory access time 100 ns 700 ns 250 ns<S> 300 ns 
Architecture Single-address Register-register Single-address Memory-memory 

Notes (I) Not including program counter or stack pointer (3) Also abbreviated, (4) Faster time for (5) Times at JO V; (7) WP defines working 
(2) Author's solutions-see text jumps to page 0 16 bit memory TTL compatible registers in RAM: 

(See note in Table 4) at 5 V stack and SP in 
(6) Address modification RAM. 

in sub-routine (8) Byte addressing 
(Bipolar version 
also made) 

DIR: Direct REG-REG: Register to register REG-IND: Register-indirect 

TABLE 4 

Sample Data for a Selection of High-Performance Microprocessors 

Data Device A 
(Shottky TTL) 

ALU SLICE 
Word size 4 bit 
Number of instructions 64 
Number of general-purpose registers 16 
Maximum clock rate IOMHz 

SEQUENCER 
Number of address binary digits 4 
Number of commands 12 
Stack size 4 x 4 bit 
Maximum clock rate IOMHz 
Power supplies 5V 

Note: The values in this table represent the author's 
interpretation of manufacturers' data, and are for 
illustration only. The manufacturers' literature should 
always be consulted for working information 

chip devices cannot be extended beyond the memory which 
is on the chip. 

Processing Speed 

The faster the microprocessor executes each instruction the 
higher the processing rate. For any particular machine, 
doubling the clock rate could double the processing speed. 
The clock rate is not, however, a good guide when comparing 
different microprocessors, since designs differ in the way the 
execution cycle is subdivided into clock periods. Inspection of 
Tables 1-3 shows the varying relationships.between the clock 
rate and the register-accumulator addition times which are 

Device B 
(Shottky TTL) 

4 bit 
64 
8 
10 MHz 

4 
4 
16 x 4 bit 
IOMHz 
5V 

Device C 
(Shottky TTL) 

2 bit 
40 
I I 
IOMHz 

9 
11 
0 
Over 10 MHz 
5V 

Device D 
(ECL) 

4 bit 
Over 100 
0 
20MHz 

4 
16 
4 x 4 bit 
20MHz 
-2 v, -5·2 v 

given. This addition tin1e is often used for con1parison, but 
can also be misleading, since the ratio of the execution time of 
one instruction to that of another varies fron1 one micro­
processor to another. This is indicated in Tables 1-3, which 
include the author's attempt at deriving the execution times 
for common tasks which use other instructions. The effective 
processing speed depends upon the mixture of instructions 
presented to the microprocessor. 

Instruction Set 

The performance of a microprocessor also depends upon the 
amount of useful work carried out by each instruction. This 
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is affected by many architectural details, such as whether the 
operandst can be drawn from locations anywhere in the 
memory, or whether. one must be in a local register and the 
other in the accumulator. In the latter case, the data may have 
to be moved from the main memory first, and returned there 
afterwards. Some microprocessors imple1nent space-saving 
compound instructions, useful in con1mon tasks, such as 
INCREMENT-AND-SKIP-IF-ZERO, used for loops, Others, con­
versely, omit a basic instruction, requiring extra program 
steps to circumvent the problem. 

Tables 1-3 show 3 execution times: one is the register­
accumulator addition time, or its nearest equivalent where 
there are no local registers; the others are short routines 
which are commonly used, as attempted by the author. One 
of these short routines is the time required to modify data in 
a location anywhere in the main n1emory; for example, by 
executing an AND function with fixed data. (Devices without 
direct addressing, or at least a direct load/store instruction, 
fare badly on such a test.) The other routine is incrementing 
or decren1enting a local register, comparing it with an 
arbitrary value (not zero) and jumping a short distance 
conditionally upon the result. The tests are not extensive 
enough for evaluation, but show the variety of results obtained 
from different devices: this is largely a result of the addressing 
schemes used. The tests also show how a given 1nicroprocessor 
varies in its ability to do different tasks, and should serve as a 
warning against placing too n1uch faith in tests unrelated to 
the job at hand. 

The number of instructions said to be possessed by a 
microprocessor is not a good guide to the power of the 
instruction set. So much depends upon the way in which the 
instructions are counted that no significance can be attached 
to this information, which is therefore not given in the survey 
tables. A microprocessor with a contorted architecture may 
need so many special instructions to get data past bottlenecks 
that the number and po\ver of the remaining instructions is 
quite low. The survey tables indicate the provision of specific 
binary digit manipulation and decin1al arithmetic instructions, 
and the nun1ber of conditional jump instructions. 

Addressing Schemes 

Several basic forms of addressing were defined in an earlier 
article1, and these are taken a little further in Table 5 (and other 
literature6). The limitations of instruction codes and the need 
for efficiency in short-word machines dictate that most micro­
processors offer some, but not all possible, modes. Many offer 
a poor selection of modes which arc not uniformly imple­
mented for all combinations of operand and operation. In 
some microprocessors, the modes are named inappropriately, 
giving a false impression of the power of the instruction set. 
For example, the "autoMindexed register-indirect" mode is 
called "indexed" by one manufacturer. Unfortunately, for any 
microprocessor, there is no easy way of analysing the instrucM 
tion set and addressing modes except by examining them in 
detail, though a gallant attempt has been made by some 
workers in the field to do so graphically7. In Tables 1-3, the 
information given on the main 1nodcs of operand addressing 
represents the author's opinion of the modes which are 
implemented in a reasonably regular way for a high proportion 
of the arithmetic and logic operations. 

A useful choice of addressing modes should allow a balance 
to be struck between the range of locations from which the 
operand may be drawn at random and the number of address 
binary digits carried in the instruction. The abbreviated modes 
allow some range to be traded for reduced space by taking 
advantage of the fact that most references to the memory are 
local rather than global in scope. Microprocessors which offer 

t An operand is a quantity on \vhich an operation is to be 
performed 
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TABLE 5 

Common Modes of Addressing 

Addressing 
Mode 

Direct 

Register 

Implied 

In1mediate 

Indirect 

Registcr­
indirect 

Indexed 

Auto-indexed 

Page 

Page zero/ 
current 
page 

Abbreviated 

Remarks 

Full explicit address in men1ory 
given in instruction 

Instruction carries short address 
of local register 

Instruction has no address part: 
operation tied to particular 
source or destination 

Data is in location immediately 
following instruction. 

Location indicated contains ad­
dress of data instead of data 
itself. Other n1ode (including 
indirect) may be used to indi­
cate the indirect location 

Address of the data is contained 
in a pointer-register 

Effective address formed by add­
ing address in instruction to 
address in index register. Ad­
dresses n1ay be abbreviated 

Pointer or index register incre­
mented or decremented auto-
1natically before or after use 

Partial address in instruction 
laminated with partial address 
in pageMaddress register (PAR) 
to form effective address. PAR 
usually contains highMorder 
address 

As for page addressing, but zero 
assumed for high-order address 
(Page 0) or upper part of proM 
gram counter used (current 
page) 

Addresses used to forn1 effective 
address are not full-length 

Address in instruction added to 
address in program counter: 
used for relative jumps 

Note: These are not rigorous definitions, but act a� a guide to 1:nii:roproces�or 
practice; there are many compound forms which defy dcscnpt1on 

register-indirect addressing and little else are handicapped for 
general tasks. Tables 1-3 show how the choice of addressing 
modes affects the execution times. Whether an increase in 
the program size and execution time is important depends 
upon the effect these have on the chip count and developn1ent 
time, and hence, ultin1atciy, on cost. 

Also shown in Tables 1-3 are the addressing modes provided 
for JUMP and similar operations. A full-range jun1p, which 
can transfer the program to anywhere in the memory, and 
relative jumps, which have a restricted range but shorter 
instructions, are both useful. Also shown is the depth of �he 
subroutine or interrupt stack; that is, the degree to which 
subroutines may be nested. An on-chip stack may impose a 
definite limit, whereas a stack in the main memory requires 
that an external random-access n1ernory (RAM) be used. The 
tables show the size of the stack pointer where this method is 
used. 



Register Complement 

Many microprocessors provide several general-purpose 
registers on the CPU chip, or privileged access to small 
sections of the main memory. These are the most precious 
resources which the programmer can allocate. The instruc­
tions which use them are generally more compact, execute 
faster, and can be used for a greater variety of operations than 
those which use the main memory. Their usefulness depends 
upon the extent to which they can receive results from the 
arithmetic unit, as well as supplying operands to it. Arithmetic 
registers (or accumulators) can do both, and are shown 
separately in the survey tables from the general-purpose (or 
working) registers, which generally only supply operands. 

Some microprocessors have no hierarchy of storage, and 
treat all memory and input/output resources alike in a single 
address range. If the bus structure is well-designed, this can 
make the device easier to program without apparent reduction 
in the perforn1ance. For the versatile microprocessors, the 
basic architecture is classified as register-based or single­
address in Tables 2 and 3. There arc variations for those 
microprocessors which can carry out operations between 
registers or between memory locations. 

The speed of operation and program efficiency advantages 
tend to be lost if so many registers are provided that more 
than a few binary digits in the instruction are needed to 
address them, Indirect addressing may then have to be 
provided, possibly without more-direct modes. The incentive 
for including these larger RAM stores is a reduction in the 
chip count if no other RAM storage is needed. The larger 
RAM stores arc thus common in the compact microprocessors, 
and are listed separately from working registers in Table 1 if 
they arc less accessible (that is, have less-direct addressing 
modes or fewer operations) than the working registers. The 
compact n1icroprocessors, in particular, often have con1-
pletely separate address ranges and instructions for progra1n 
men1ory, external RAM, internal RAM, working registers 
and input/output ports. 

Registers (in addition to the program counter and stack 
pointer) arc often provided which can accept and manipulate 
address information as well as, or instead of, data. They 
usually work as pointers for register-indirect addressing, or as 
index registers. Details of these registers are included in the 
survey tables if they can be used to affect the address accessed 
in the main n1cmory during a storage addressing cycle. 

HARDWARE DESIGN 

Power Supplies 

Some microprocessors require 2 or 3 different voltage rails, 
which of course adds to the cost of using them. The present 
trend is towards the use of a single power rail, often 5 V. 

Microprocessors implen1ented in CMOS technology have 
very small power dissipations, and are tolerant of variations 
in the supply voltage, which makes then1 suitable for operation 
on batteries. They also have excellent imn1unity to electrical 
noise, 

Clock Requirements 

Many microprocessors require external clock signals, some­
tin1cs at high power levels and in several phases, with critical 
specifications for the overlap of One phase with another. 
Most 1nanufacturers also supply clock generators designed 
specifically for their n1icroprocessor, though these clock 
generators can be costly. The trend is towards having the 
clock generators on-chip, requiring the provision externally of 
only a quartz crystal or a resistor-and-capacitor network. 

Input/Output Ports 

The compact microprocessors usually have direct input/out­
put (I/O) ports on-chip, which have latches to maintain the 

states of the output lines; son1e devices also offer individual 
I/O lines. Table 1 indicates the number of I/O lines on the 
minimum system, and the maxi1num number of these which 
may be used respectively as input or output ports. Special 
chips, combining memory and I/O ports, may also be 
available for compact and versatile n1icroprocessors; other­
wise, plain latch circuits and buffers are usually used for I/O 
ports. 

A fe\v microprocessors also have ftill word-serial I/O, 
backed up by a shift-register accessed in parallel \Vithin the 
microprocessor. 

Package Size 

Most niicroprocessor parts are available in standard 40-pin 
packages; so1ne can be obtained, \Vith reduced capabilities, in 
smaller packages. So1ne 1nanufacturers use special packages 
which offer particular advantages, such as quad-in-line, \vhich 
arc of small size without sacrificing the number of pins. 
Ceramic packages are preferred to plastic packages for most 
teleco1nmunications applications. 

Memory Speed 

The access time required of the program mcn1ory for a 
processor to run at full speed is shown in Tables 2 and 3. 

However, most microprocessors are designed so that they can 
be used with slower memories, if required. The performance 
of modern MOS memory components is such that only the 
bipolar microprocessors arc likely to benefit from men1ory 
devices faster than standard MOS memories. 

SYSTEM CONSIDERATIONS 

Parts Family 

Many manufacturers offer a whole range of special parts to 
go with their microprocessors. Use of such parts can con­
siderably reduce the number of components needed to imple­
ment a working system. Son1e n1icroprocessors require the 
use of special memory parts because of the design of their 
bus structure. Some n1anufacturers of n1icroprocessors that 
\Vill work with standard parts also make special combination 
parts (for exan1ple, ROM with I/O ports) to reduce the chip 
count of smaller systems. 

Interrupts 

Interrupt facilities are normally needed if a microprocessor 
is required to give a quick response to external events which are 
not under its control, particularly if there are many possible 
sources. The design of the interrupt structure, and of a 
program which successfully copes with interrupts, is a difficult 
task, and beyond the scope of discussion here. The new 
address (vector) may be provided as a fixed value internally 
(usually to a store location which contains a jump to a service 
routine) or, on some microprocessors, by an external device. 
So1netimes, multiple levels of interrupt arc implemented on 
the CPU chip, where an interrupt of a higher level can 
interrupt one of a lower level (or priority), but not one of a 
higher level. Often the ability to mask out some levels is 
provided; the extent of the interrupt facility is indicated in 
Tables 2 and 3. 

Other Facilities 

Other microprocessor features that n1ight be required include: 
direct memory access (that is, the ability to disconnect the 
1nicroprocessor from the bus); microprogramming; advanced 
arithn1etic modes (for exan1ple, 1nultiplication and division); 
programmable timers; serial I/O; low power consumption; 
and wide temperature range. The facilities required depend 
upon the user application, but the facilities offered depend 
largely on where a manufacturer intends his micro­
processor to be used. 
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SELECTING A MICROPROCESSOR 

It is appropriate now to consider how a microprocessor might 
be chosen. There are several methods which are commonly 
used; for the most part, they harbour traps for the unwary. 

Selection by Features 

In principle, the features required in an application might be 
used to decide on the most suitable n1icroprocessor. In 
practice, rejection of the devices not possessing these features 
is not likely to single out the best choice. The features which 
would be useful could be listed, and scored on a "weighted 
points" system, to place the contenders in rank order. The 
relative value of, say, a larger on-chip ROM and larger on­
chip RAM would be hard to decide. Since the weights would 
have to be chosen arbitrarily, the conclusion would not be 
likely to be sound. For example, whether a 2 kword ROM is 
better than a 1 kword ROM clearly depends upon the pro� 
gram. The 2 kword device is not twice as good as the 1 kword 
device, particularly if the program needs only I kword. The 
danger of using tick lists and ranking schemes lies in their 
false air of objectivity. 

Selection by Performance 

It is common practice to measure the performance of a large 
computer system with a suite of "benchmark" programs, 
which attempts to simulate the mixture of operations likely to 
be encountered in the real workload. This may be reasonable 
for such an installation which tackles a variety of tasks. The 
greater the performance, the more scope there is for adding 
more users or more tasks. A dedicated micr.oprocessor system 
differs from this in that generalized computing power is not 
a requirement. Any excess performance cannot be used in the 
application, so that adequacy is the criterion of performance. 

Perforn1ance has 1nore than one nieaning when applied to 
microprocessors. A more comprehensive benchn1ark test is 
needed which takes into account all the factors relevant to 
the particular application in just proportion. Fortunately, 
there is one medium of comparison which does so: cost. 

Selection on Cost 

In a commercial enterprise, the 111easure which relates such 
diverse factors as perforn1ance and niaintenance liability is 
cost. Cost is, after all, the basis upon which the viability of a 
business as a whole is established. When all the costs of 
developn1ent, production and maintenance are considered, 
the best choice of microprocessor for a given application is 
that which gives the lowest overall cost. Any characteristic 
which- is relevant ought to affect the cost, and so establish its 
own degree of importance. 

Not all cost factors can be accurately or reliably forecast, 
but even order-of-n1agnitude guesses for some of the values 
may be sufficient to pinpoint the critical areas. When con­
siderations which cannot have a value placed upon them are 
then also weighed, warranted conclusions are more likely to 
be reached. 

Selecting for a Range of Applications 

Where many applications are to be satisfied from a small 
range of preferred microprocessors, the selection task becomes 
more complex, particularly if most of the applications lie in 
the future. Selection on cost becomes impractical and some 
compromise is necessary between selection on technical merit 
and selection on other principles. 

COMMERCIAL CONSTRAINTS 

Because of the moderate quantity requirements for tele­
communications applications, the exploitation of semi­
conductor technology requires the use of devices that are 
successful commercially. This is not to say that custoril-
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designed circuits are not favoured in instances where numbers 
are high, or where there are special requirements, but it is 
not proposed to discuss custon1-built circuits here, except 
where such a circuit is itself a n1icroprocessor. 

Custo111-Built Microprocessors 
In principle, a microprocessor which is specifically designed 
for telecommunications would have a better performance than 
general-purpose comn1ercial designs. In practice, the pace of 
advance in microprocessor technology is such that these 
performance advantages would probably be rapidly eroded 
by improven1ents in the perforn1ance of commercial devices 
generally. Within one or two years, the bespoke design would 
be likely to offer no advantage. The very high development 
cost for designing a chip, and providing support for the users, 
would also make the cost of each chip extremely high, when 
so few would be produced. The need for a range of micro­
processors to fulfil the variety of applications which exist is a 
further barrier to the use of a bespoke design. As long as no 
special requirements emerge which cannot be met by com­
mercial designs, most administrations seem unlikely to use 
bespoke designs of microprocessor. 

The Lifetilue Proble111 

The in1portant problem of maintaining equipment in 30 years' 
time places great emphasis on accurate predictions of com­
ponent reliability, security of supply and the longevity of the 
con1ponent as a product. 

Approval and Reliability 

Reliability is of great importance, not only to ensure that the 
equipment gives good service, but also because failure rates 
higher than those assumed during the design of the equipn1cnt 
would invalidate calculations of maintenance savings and run 
down stocks of spares. Reliability starts at n1anufacture, and 
so the aim of approval schemes is to ensure that a particular 
manufacturer is capable of achieving and 1naintaining accept­
ably high standards of reliability in the devices produced. 
Manufacturers' processes, even though nominally of the same 
type (for exan1ple, silicon-gate n-channel MOS), are all dif­
ferent. Each process must be assessed and approved in­
dividually. The large nun1ber of nianufacturers, and hence of 
processes, prevents the approval of more than a small propor­
tion. However, the approval of any particular device requires 
also the validation of its design. This and the testing of produc­
tion devices are problems which are not yet fully solved8• 

The accessibility of a manufacturer and his willingness to 
cooperate in a rigorous approval procedure is a constraint 
upon the choice of devices. The cost and organizational effort 
put into the prediction and measurement of reliability is an 
incentive to minimizing the variety of devices and manu­
facturers. The approval of a process is common to many LSI 
products of that manufacturer, and so interest in other LSI 
products (chiefly memory devices) may influence the choice of 
processes, and hence, indirectly, the choice of microprocessor. 

Sources of Supply 

For practical reasons, 2 sources of supply in the UK are 
preferred; this is difficult to achieve, since there are so few 
UK designs of microprocessor. Most successful micropro­
cessor designs already have sources in USA, Europe and 
Japan, some having as many as 6 secondary sources. 

The other devices in the parts family may not be so well 
catered for, so that the use of some convenient peripheral 
devices may have to be avoided for the sake of security of 
supply. Most manufacturers are keen to have a secondary 
source of supply since many of their customers require it. It 
is salutary to note that one technically excellent micro­
processor was taken out of production only because no other 



manufacturer was willing (or able) to duplicate the very 
advanced technology which made it so powerful. 

Importance of the Manufacturer 

The manufacturer also comes under scrutiny when technical 
support is considered, since the quality of the development 
aids, software utilities and documentation has a significant 
effect upon the ease and speed with which a microprocessor 
can be used. More than that, though, it is a fair indicator of 
his commitment to the product. 

Commitment to particular designs of microprocessor, and 
to microprocessors generally, is important when so much 
depends upon being able to obtain a continuing supply of 
devices for production and maintenance in the future. 
Manufacturers vary considerably in their ability to produce 
commercially successful designs. Such success requires in­
spired design, sound support services, strong selling and a 
proven future commitment to microprocessors. 

Knowledge of the manufacturer's aspirations and track 
record ought, perhaps, to be more influential in making a 
selection than even major technical features in individual 
designs of microprocessor. In choosing a microprocessor, a 
manufacturer is also being chosen. 

Costs of Proliferation 

The costs of training, development aids and other fixed 
costs can be reduced by avoiding the use of too many different 
designs of microprocessor. The chief incentive, though, may 
not be the costs directly associated with the development itself, 

· but the largely unpredictable penalties of failure of supplies 
in the future. (Microprocessors are not unique in this respect, 
but are particularly difficult because of their nlyriad char­
acteristics, which make direct substitution practically im­
possible.) Securing the sources of supply and achieving 
confidence in the reliability of the devices are expensive 
procedures. These costs can be reduced by the choice of 
intelligent standards. The savings are, admittedly, to be offset 
by the penalties incurred in using devices not ideal for some 
applications. Yet, without the overall view taken by the use 
of standards, each application would seek to minimize its 
own costs, heedless of the costs for applications taken as a 
whole. 

A POSSIBLE SELECTION STRATEGY 

It has been suggested that cost is the ideal medium of com­
parison but, in practice, short cuts have to be taken. By 
splitting the microprocessor field into loosely defined regimes, 
the best and worse devices in each class can be distinguished, 
even without much detailed knowledge of the applications, 
which mostly lie in the future.- Microprocessors which are 
obsolescent, or which it would be impractical to approve, 
could be discarded. When the character of the manufacturer, 
user preferences, and prior experience are considered, a few 
standards tend to emerge for each class. A concentrated 
effort could then be made to evaluate more thoroughly these 
few devices for approval, along with support circuits and 
memories. The standards could be changed when an important 
application favoured a newer device. 

THE FUTURE 

Many commentators do not see an end to the rapid improve­
ments being made in the complexity of LSI circuits. The 
gradual inception of truly functional minicomputers-on-a­
chip, the availability of programmable RO Ms without a price 
penalty over masked RO Ms, and developments in computer 
languages, will eventually make it economic to use a powerful 
minicomputer for even the most trivial tasks. This, and the 
fact that many alliances have taken place between manufac­
turers to ensure survival, makes it seem possible that the 
present trend towards increasing diversity in designs might be 
reversed. That would ease the problem of selection. However, 
as the useful limits of system partitioning are reached, with 
programming costs becoming more significant than hardware 
costs, developments in language may eclipse improvements 
in the hardware. There is no reason to suppose that standards 
will be spontaneous in the language field, any more than they 
are in hardware now. The problem may simply change to one 
of selecting software. 

CONCLUSION 

This article has considered some of the influences on the 
performance of microprocessors and has shown that perfor­
mance is really defined only in relation to the application. 
The converse is also true, in that the applications themselves 
are not defined in a vacuum, but are strongly influenced by 
knowledge of the performance and features of commercia1ly 
available microprocessors. In a sense, developments in each 
build on one another in an iterative process. A further article 
in this Journal will deal with some of the applications of 1nicro­
processors in the British Post Office (BPO) Research Depart­
ment, and will show to what extent microprocessors and their 
applications are tailored to each other. 
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The Regenerator SA-A Microelectronic Project 
foi· Strowger Exchanges 

Part 1-Development of the Mark I 

P. J. LOCK, c.ENG., M.I.E.R.E., and W. L. SCOTT, C.ENG., M.I.E.E. t 

UDC 621.38-181.4: 621.395.34 

Microelectronic techniques have been exploited to produce an electronic replace111ent for the electro-
111echanical Strowger pulse Regenerator JA, which has been in service for nearly 40 years. These electronic 
Regenerators SA, Mark I have. now been in operational use for 7 years, bnproving service and reducing 
1nai11te11a11ce costs. The eco110111ies provided by the electronic regenerator have resulted in it being specified 
for new equipn1ent, and for co111plete replacefnent of the Regenerators 1 A. The devefopn1ent of the Regenerator 
SA provided a thnely stin11tlus to the teleco111111u11icaaons industry in the early phases of the application of 
111icroelectro11ics to exchange equip111ent. Part I of this article deals with the origin of the project and the 
de11elopn1e11t of the Mark I, and Part 2 will cover the develop111e11t of later designs. 

INTRODUCTION 

The Regenerator 5A is an electronic replacement for Strowger 
pulse Regenerator lA, which is a plug-in electron1echanical 
device standardized bY the British Post Office (BPO) around 
1938. The Regenerator IA receives and stores Strowger 
pulses and retransn1its them with their speed and break-to­
make ratio corrected to closely defined li1nits. This permits 
economies and flexibility in line plant provision. 

By the early-1960s, 100 OOO Regenerators IA were in 
service and their usage was expanding rapidly, but changing 
conditions made it necessary to revie\v the position. Although 
its design and associated circuits had been improved, per­
formance defects caused intermittent nlisroutes; these were 
tolerable in lightly-used equipn1ent, but had a greater impact 
in an era of high intensity of telephone traffic and subscriber 
trunk dialling. Furthermore, substantial maintenance effort 
,-"as required for fault location and adjustn1ent of the n1echan­
ism. Feasibility studies into electronic devices indicated that, 
at the time, there was no alternative that would fit into the 
space of the Regenerator IA or have an acceptably low power 
consumption. The den1and for regenerators continued to 
increase, and by 1966 more than 200 OOO were in service. 

In view of advances in microelectronics, with consequent 
scope for size reduction, it was considered an opportune tin1e 
for further studies. BPO requirements for an electronic 
regenerator were therefore circulated within industry, foilowed 
in 1968 by invitations to tender for development of a BPO 
standard design. A nun1ber of companies submitted offers 
but, around this time, BPO procuren1ent policy was changing 
to a perforn1ance-based philosophy with ininimal specification 
of detail. Consequently, it was decided not to proceed with a 
standard design but, instead, to assess a private-venture 
design under development by Pye TMC Ltd. and, by joint 
effort, bring it to early cotnpletion. The device was pro­
gressively improved and, when it was deemed to be acceptable 

t Mr Lock is with the Telecommunications Development 
Department (TDD), Telecommunications Headquarters, Mr Scott, 
\vho \Vas with the TDD, is no\v retired. 
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for operational use, 10 OOO items were ordered from the Com­
pany as Regenerators 5A, Mark I. 

Part I of this article describes the background to the project, 
the design aims and problems, and the realization of the Mark I 
type in son1e detail; this will facilitate an appreciation and 
understanding of the Marks II, III and IV designs to be 
described in Part 2. 

SERVICE REQUIREMENTS 

The develop1nent was )?ased on a plant service requirement 
(PSI�). prepared by Telecommunications Headquarters 
(THQ) Service Depart1nent, to provide an electronic re­
generator as a plug-in replacen1ent for the Regenerator IA 
in all existing and new applications. 

The PSR target figures were set so that the new iten1 would 
be cost con1petitive with the existing one, have a superior 
pcrfonnance, and incur lower maintenance charges. Modi­
fication of the associated circuits, testers and routiners was 
to be avoided, as was the refurbishing of existing con1ponents 
such as relays. With the passage of time, the exacting nature 
of the requirements became increasingly apparent to the 
development engineers concerned. 

ELECTROMECHANICAL REGENERATOR 1A 

The Regenerator 1A is described in detail in an earlier issue of 
this Jour11a/1, but its salient features are described below to 
illustrate the requirements in1posed on the electronic replace­
n1ent. The ingenious n1echanisn1 brought together techniques 
and parts already in production, to forn1 a con1plex new item. 
Fig. 1 shows the Regenerator IA in a junction relay-set. 
Three 1nagnets control counting, storing and retransmission 
of the incoming pulses; a circle of 42 code-pins, free to move 
axially, act as a pulse-store, and a drive-wheel and cam operate 
the outgoing pulsing contacts. 

Circuit and Operation 

Fig. 2 shows the relationship between the regenerator and the 
main circuit in a 1938junctioncircuit application. Subsequently, 



FIG. I-Regenerator IA in junction relay-set 

L----11@n------1H1• 

ULJLJ1�--1e.1�--..---�It 
OISTORTEO 

INCOMING PULSES 

+ 

\e 

CONTROL 

MAGNETS 

SUPERVISORY 
'------

TONES 

�50V 

many different circuits using regenerators were produced over 
the years to meet changing requirements. 

Pulse Reception and Storage 

Incoming pulses, repeated by relay A, are counted by the 
receiving and marking elements. Receiving magnet RM steps 
the storage ratchet and associated marking lever, which is 
lifted clear of the code-pins by marking magnet MM before 
stepping commences. Release of the lever indicates the end 
of the pulse train by moving a code-pin axially; that is, setting 
the pin. The interval between 2 adjacent code-pins corresponds 
to one pulse; thus, the number of stored pulses is indicated by 
the total interval between the 2 code-pins that have been set. 
As the ratchet rotates, energy is stored in a spring on the 
pulsing drive wheel. 

Transmission of Stored Pulses 

Transmission is effected by transmitting magnet TM, opera­
ting and releasing the resetting plunger, which rests against 
a set code-pin. On operation of magnet TM, the pin against 
which the plunger is resting is reset. The release of magnet 
TM then permits the pulsing drive wheel to be rotated by its 
spring until the plunger engages with the next set code-pin. 
During rotation, a cam actuates 2 pairs of pulsing springs 
to transmit main output pulses of I 0 pulses/s and 66! % break 
ratio, and auxiliary output pulses of I 0 pulses/s and 50% make 
ratio for supplementary circuit functions if required. The 
receiving and transmitting elements function independently, 
permitting simultaneous storage and transmission. Relays in 
the main circuit control the inter-digital pause (IDP) between 
trains of outgoing pulses. 

Mechanically-Operated Contacts 

Mechanically-operated contacts play a part in the operation. 
Contacts NI are open when the regenerator is at rest. When 
pulses are received and the storage ratchet moves from rest, 
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FJG. 2-Interconnexion of a Regenerator JA and a junction relay-set 
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contacts NI close and ren1ain closed until all pulses have been 
retransmitted. Contacts MMdm open when magnet MM is 
operated by contact CD 1 during the break period of the 
first pulse of each incon1ing train, and close when contact 
CDI opens at the end of the train; this operates relay BY, 
which is then held until contacts NI reopen after all stored 
pulses have been transmitted. Contacts TMdm open on 
operation of magnet TM, and close on release. The resetting 
plunger and set code-pin form a pair of contacts, SP, used 
electrically in some circuits. 

DEVELOPMENT SPECIFICATION FOR 
ELECTRONIC REGENERATOR 

The development involved using a new rapidly-evolving 
technology in an environment electrically hostile to electronic 
equipment, and specification of requirements presented 
difficulties. BPO and British Standard Institution (BSI) 
specifications and quality-assessment procedures for n1icro­
electronic con1ponents did not exist. A wholly "black-box" 
specification was not acceptable to the BPO. The invitations 
to tender for develop1nent of a standard design were therefore 
based on an outline specification, which was produced to 
guide deYelop1ncnt. The specification set out general design 
ain1s considered achievable within the state of the art, to­
gether with detailed n1andatory functional require1nents 
necessary to n1eet the PSR. 

As develop1nent proceeded, the outline specification was 
to be updated for issue as a formal specification for competi­
tive procurc1nent. This approach was continued when the 
BPO decided not to proceed with development of a standard 
design but, instead, to co-operate in bringing the private­
V(fnture design to completion. 

DESIGN PROBLEMS WITH ELECTRONIC 
REPLACEMENT REGENERATOR 

Feasibility studies identified critical perfonnance features 
and possible causes of 1nalfunctioning which it was essential 
to cover ·in the design. 

Spurious Input Signals 

The relay contacts, which apply signals to regenerator U­
points (U9, UI and U7 for magnets RM, MM and TM 
respectively in Fig. 2), may give rise to spurious effects 
caused by mechanical bounce. Additionally, there may be 
incorrect re-operation of relay A during break periods of the 
incon1ing pulses. This can be caused by an oscillatory reverse 
surge through the \Vindings of relay A, the incoming line and 
the resistor-capacitor quench across the remote pulsing 
contacts. In the Regenerator lA, these spurious signals are 
absorbed by the relatively long magnet operate and release 
times. The problen1 was, how to obtain the same degree of 
protection in the electronic elements? 

Holding of Relay B 

When contact A 1 is re-operated during 1nake periods of 
incoming pulses, the induced voltage developed across 
magnet RM by the change in its flux accelerates the growth 
of current in relay B and improves its holding performance2• 

To avoid degradation of the relay's performance with the 
electronic version, a source of energy equivalent to magnet 
RM was required, and the provision of a corresponding 
inductor in the electronic device appeared to be the best 
solution. 

Protection against Overvoltage Surges and 
Electrical Noise 

These requirements are interrelated and are often dealt with 
as a single design aspect described as noise. Although features 
providing protection against overvoltages might eliminate 

some noise interference, particularly at low frequencies, and 
noise protection is effective to son1e extent against over­
voltages, it is prudent to consider then1 separately. 

Overi'oltage Surges 

In Strowger telephone exchanges, high transient voltages 
are developed in the wiring, and on the comn1on battery­
supply leads, during switching of n1echanisn1 magnets and 
relay coils. Furthern1ore, if a battery-supply fuse serving 
groups of equipment blows, disconnecting a distributed load 
of inany coils, heavy surges can occur on the distribution 
leads, and also on the comn1oned battery-supply feeds 
isolated by the blown fuse. These phenomena have been known 
for 1nany years, but have not been fully investigated as their 
effects were limited to audible clicks, which were dealt with by 
segregation of wiring and screening, and by the use of in­
ductors as choke-coils. However, experience with diodes and 
transistors in early electronic applications in exchanges 
showed that, where they interfaced with electromechanical 
equipn1ent, protection was generally essential, and limited 
inforn1ation existed fron1 these activities. This inforn1ation 
was 1nade available for design guidance, without prejudice 
to the requiren1ent for the best stale of the art protection. 
Essential details were: 

(a) transient overvoltages on 50 V battery-supply leads: 
250 V for 0·5 ms, 2 kV for I fLS; 

(b) transient overvoltages on other leads: 
2 kV for I fLS. 

Noise Interference 

Strowger equipment is well-known as a source of electrical 
interference, capable of adversely affecting electronic circuits. 
Interference sources and modes of propagation are described 
in an earlier issue of this Jourua/3• The 1nain sources are 
induced voltages fron1 coils, surge currents in wiring, and 
local high-frequency oscillations at sparking and arcing 
contacts. Possible causes of interference existed in the various 
main circuits. Sparking and arcing were known to occur at 
the contacts of relays MD, IP, IS, etc., due to the effects of 
their slow-to-release features. It was not possible to quantify 
the characteristics of these interference sources. 

Protective Measures 

Retrospecti':'e action to suppress overvoltages and inter­
ference at source, on each of the large nun1ber of relays 
involved, was out of the question; therefore, all protective 
measures for the control leads had to be within the regenerator. 
Sin1ilarly, protection within the regenerator was necessary for 
the battery-supply leads, although a single large device, com­
mon to a rack or group of circuits, had some attraction and 
has been used in a new design of signalling equipment.4 For 
the regenerator, however, this would have departed from the 
aim of avoiding changes to existing equipment and would 
have been relatively costly to implement. 

ELECTRONIC REGENERATOR SA, MARK I 

Design Philosophy 

The design is based on p-channel metal-gate, metal-oxide­
semiconductor (MOS) integrated-circuit technology,5 in 
which the inherent capability of MOS technology of providing 
a large number of logic function devices in an extremely 
small area is exploited in 2 large-scale-integration (LSI) 
chips. These were designed specifically for the regenerator 
by the Pye TMC designers and the information prepared in a 
form suitable for chip production by semiconductor manu­
facturers. There were other possibilities: for example, the 
device .could have been produced from a larger number of 
standard (catalogue) integrated circuits, suitable for diverse 
applications; or the detailed design of the logic and chips 
could have been left to the semiconductor manufacturer. 
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At that time, there was some controversy in industry as to 
the relative merits of the various options, but the subsequent 
course of events amply justified the decisions made for the 
regenerator. 

Realization of Design 

The final Mark I design is shown in block form in Fig. 3. 
It comprises, essentially, 2 MOS LSI chips using 4-phase 
dynamic logic,5 together with a multivibrator clock-pulse 
source and peripheral interface and buffer/switch elements 
made up from discrete components. The construction and 
component arrangements are shown in Figs. 4 and 5. 

MOS 4-phase Dynamic Logic 

The principles of MOS devices, their use to perform logic 
functions, and basic application configurations have been 
described in earlier articles5. 

Nearly all MOS integrated circuits have been developed 
from simple inverter configurations, but a particular logic 
function may involve a number of MOS devices on the chip 
as can be seen in Fig. 6, which shows a dynamic 4-phase I bit 
shift-register stage, together with the clock-pulse waveforms. 

L 
FIG. 4-Regenerator 5A, Mark I in junction relay-s·et 
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This element illustrates the principle of clocking information 
through logic stages. When the </>1 and </>2 pulses are at  
logical I,  semiconductors TR2 and TR3 are O N  and the node 
capacitance, designated Cl, is charged. If the input is also at 
logical 1, semiconductor TRI is ON and, when the </>1 pulse 
returns to logical 0 (earth) C l  is discharged via semiconductors 
TRI and TR2 during the remaining </>2 pulse period. If the 
input is at logical 0, semiconductor TRI is not ON and Cl 
remains charged. 

When the </>3 and </>4 pulses are at logical l, semiconductors 
TR5 and TR6 are both ON and, if capacitance C l  has remained 
charged, semiconductor TR4 is also ON. The node capacitance 
(C2) of semiconductor TR7 in the next stage, is charged via 
semiconductor TR6. When the </>3 pulse returns to earth, semi­
conductor TR6 is turned OFF and, during the remaining </>4 
pulse period, C2 is discharged via semiconductors TR4 and 
TR5, indicating logical 0 to the next stage. If Cl has been 
discharged, semiconductor TR4 is OFF and C2 remains 
charged, indicating logical 1 to the next stage. Thus, logical 0 
or 1 applied to the input appears at the output one clock 
period later. 

In the stage, 2 successive inversions, each of a half clock 
period duration, are carried out as the input signal is clocked 
through. Clock pulse control, in this manner, requires the 
outputs and inputs of successive gates to be compatible. 

!11ter11al Power 

On seizure, the -50 V supply to the regenerator is extended 
to stabilizer circuits, which provide -36 V to MOS chip 2, 
and -25 V to MOS chip 1 and peripheral circuits. To avoid 
spurious output pulses during seizure, the -25 V supply to 
the output buffers is delayed until the chip-seizure is complete. 

Clock Pulse Supplies 

The multivibrator provides 2 basic pulse supplies, p; and <f>� at 
480 kHz, which are expanded to 4-phases </>;-</>� in MOS 
chip 2, to control divide-by-12 and divide-by-4 counter 
stages, producing </>1 and </>3 pulses at 10 kHz. These arc 

expanded to 4-phase, </>1-</>4, for dynamic control of logic 
functions, including divide-down elements producing the 
10 pulses/s outgoing pulse supply, and also a 160 pulses/s 
supply for the transmit validation element. The 10 kHz 
</>1 and </>3 pulses are extended to MOS chip 1, and expanded 
to 4-phases for dynamic control of the registers and other 
logic functions in. that chip. Similarly, the 160 pulses/s 
supply is extended to MOS chip 1 for the register clearing 
and resetting elements. 

Input fote1faces 

The interface elements in the input paths, through which 
signals are received by the regenerator, translate the signals 

FIG. 5-Construction and component layout of Regenerator 5A, 
Mark I 
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to logic levels compatible with the chip inputs. An inductor, 
LI, connected to the seize and pulse lead at U9, acts as a 
source of energy, equivalent to n1agnet RM in the electro­
mechanical regenerator, to 1naintain the holding performance 
of relay B. 

Signal Validatio_n 

Validation elen1cnts are provided in the incoming leads to 
prevent spurious signals, caused by irregular operation of 
relay contacts (such as contact bounce), being accepted by 
the regenerator. The validation elen1ent in the seize-and-pulse 
input 111ust also deal with false pulses caused by reverse surges 
in the winding of relay A, described earlier. The validation 
elen1ents consist of chains of bistables controlled by strobes, 
and signals are not passed on unless the changes-of-state 
are niaintained for prescribed periods. 

Output Bfljfer Switches 

Because the chip outputs do not have sufficient current­
carrying capability to directly control relays in the main 
circuit, transistor switching stages are interposed as 
buffers in the output paths via which signals are passed fron1 
the regenerator. 

Output Pulses 

The pulses frotn the 10 pulses/s output buffer are repeated to 
the main circuit via a 2-change-over niercury-wetted-relay 
(relay RF). 

Protection 

A Zener diode in the regenerator internal power s\vitch 
provides protection against excessive voltage rise on the 
-50 V battery supply lead. Decoupling capacitors are used 

to protect the -36 V and the -25 V internal supplies against 
induced electrical noise. 

The interface elen1ents in the input leads incorporate current 
limiters, which protect the MOS chips against voltage surges 
that originate fron1 the main circuit. The sen1iconductors in 
the output buffer switches are protected by clamping diodes. 

The chip inputs and outputs are protected by diode and 
resistor arrays; these arc incorporated within the chip as part 
of the MOS manufacturing process6. 

Outline of Operation 
The regenerator is seized when the niain circuit is taken up 
by a call; internal power and clock pulse supplies arc estab-
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lished, bistables are reset, and the et and f3 registers cleared. 
Single pulses arc then loaded into both the et and f3 registers, 
and they circulate in synchronisn1 until pulses are received 
fron1 the niain circuit (Fig. ?(a)). The incoming pulses are 
first validated to ensure that spurious signals are not passed 
on and then applied to the o: step-back circuit, which precedes 
the et register; each valid pulse steps back (that is, delays) 
the circulating "' pulse by one shift-bit period (Fig. 7 (b)). 
Thus, at the end of the incon1ing pulse train, the et pulse is 
delayed relative to the f3 pulse by a nun1ber of shift-bit periods 
equal to the nun1ber of pulses in the train. The end of the 
train is marked in the f3 register by the loading of another f3 
pulse in synchronisn1 with the delayed et pulse (Fig. 7 (c)). 

Sin1ilarly, further pulse trains are counted in the et register 
and stored and n1arked by additional pulses in the f3 register. 
For convenience, the successive f3 pulses are referred to as {31, 
[3,, etc. Fig. 7 (d) shows digits 3, 4, 5 and 6 stored. 

115 



The lack of synchronisn1 between the a and {31 pulses, 
following the first incoming pulse and a step-back, is detected 
in the a/{3 con1parator, and a ptilse-in-store signal is applied 
to the n1ain circuit hold lead and switch MMdn1. When a 
complete train of inco1ning pulses has been received, switch 
MMdm is closed; this extends the pulse-in-store signal to the 
operate lead to operate relay BY, thereby connecting the 
regenerator pulsing contacts to the outgoing path (Fig. 3). 

Transn1ission of outgoing pulses cannot con1n1ence until 
a cornplete train of pulses has been stored. Then, a signal via 
the transnlit lead causes the f3 step-back element to delay the 
{31 pulse one shift-bit period (Fig. 7 (e)), while the outgoing 
pulse trans1nission control sends a 10 pulses/s output pulse to 
the main circuit. This step-back sequence is repeated for each 
stored pulse until {3 1 reaches the /32 position, indicating the 
end of the digit (Fig. 7 (f)). Trans1nission then ceases, the 
outgoing IDP follows, and a further transmit signal starts 
transmission of the second train, which had been received 
and stored in the /3-register during transmission of the first 
train. This action is repeated until all stored pulses have been 
trans1nitted. 

The remaining single f3 pulse and the a pulse are then 
back in synchronism (Fig. 7 (g)) and the p11lse-i11-store signal 
ceases, releasing relay BY, and leaving the regenerator in 
the seized state for the duration of the call. On cleardown, the 
seizing signal is removed and the internal power switched off. 

TEST PROGRAMME 

Close co-operation between the BPO and the Company 
brought the design lo 1nodel forrn for general validation 
tests in THQ Telecon1n1unications Development Department's 
(TD D's) Circuit Laboratory. In this phase of the project, the 
design progressed from a large breadboard of discrete con1-
ponents and small integrated circuits to an early plastic-case 
model, which included the 2 MOS chips, but used reed relays 
to repeat the signals at the inputs and outputs interfacing 
with the main circuit. This permitted the operation to be 
checked without complications from interference and ovcr­
voltage surges. The relays were then progressively replaced by 
semiconductor circuit elements and the case reshaped in 
metal sheet. 

After incorporation of changes arising from the laboratory 
tests, 25 prototypes were purchased for a more extensive 
programn1e of laboratory checks of critical features and life 
tests, and for trials in the field. 

The early results were considered promising enough to pennit 
time to be saved by ordering 10 OOO regenerators to the up­
dated outline specification while the program1ne was still 
in progress. This order was large enough for economical 
production, and for BPO assessment of the perforn1ance of a 
significant quantity of the new form of device. 

INSTALLATION AND PERFORMANCE 

THQ Service DepartJnent niade special arrangements for in­
stallation, investigation of faults and feedback of infonnation. 
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The object was to validate and establish confidence in the 
new regenerator under operational conditions, niore rapidly 
than was possible with the norn1al distribution arrangements, 
by fitting quantities at a large nu1nbcr of exchanges e1nbracing 
the full range of n1ain circuits. 

Deliveries and installation proceeded concurrently from 
late-1970 to late-1972. Initial supplies were fitted in 2000-
type satellite exchange discrin1inators; these are short-holding­
time equipn1ents, in which each regenerator handles up to 
360 OOO calls per year, regenerating approximately 12-million 
pulses. Later, installation was extended to less-heavily­
worked, long-holding-tin1e junction circuits at large centres, 
and, finally, as confidence built-up, to small unattended 
exchanges. 

Regular performance checks were made, including functional 
tests and measure1nent of the speed and break-to-make 
ratio of the outgoing pulses. Any regenerators considered to 
have failed in the field were sent to TDD's Circuit Laboratory 
for confirmatory tests before being returned to the manu­
facture for investigation and report. 

The arrange1nents worked well: teething troubles were 
identified early and obscure faults in exchange equipment 
were revealed; these had been tolerated by the eleclron1echani­
cal regenerator for years, but were hazardous to the electronic 
replacement. Appropriate information was fed back to the 
n1anufacturer and dissen1inated to the Regions and Areas. 

The regenerators settled down well and, even before the 
installation program1nc had been con1pleted, the performance 
trends were considered very favourable and authority was 
given to expand the project. 

SUMMARY 

This part of the article has described the development of the 
Regenerator 5A, Mark I. Part 2 will describe later designs. 
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A New Method of Tone Identification 

R. S. BROWN, B.SC., M.SC., C.ENG., M.I.E.E.t 

UDC 621.395.667: 621.295.63: 6381.31 

This article describes the 111ethod of tone identification that has been adopted for the n1easure111e11t and 
analysis centre project.1 The 1nethod could be applied in other con1puter-based syslen1s. 

INTRODUCTION 

A tone-identification system is a feature that is con1n1only 
incorporated \Vithin telecon1munications equip1nent. The 
recent developn1ent of n1easuren1ent and analysis centres 
(MACs) included the rcquiren1ent for a 111cthod of tone 
identification. The MAC systen1 is a 1ninicon1puter-based 
network-surveillance syste1n that provides quality-of-service 
pcrforn1ance statistics, and also acts as a n1aintcnance aid by 
identifying faulty equipn1ent. In the MAC systen1, test cal!s 
are generated to tenninate at distant telephone exchanges on 
test-nun1ber relay-sets, which are designed to return a special 
test tone if the call is established correctly. The MAC systen1 
is required to identify this tone and all the other supervisory 
tones which can result i n  the event of failure of the test call. 
The availability of the MAC n1inicomputer and its high 
timing-accuracy, enabled a considerably n1ore sophisticated 
algorithn1 to be used in the tone-identification process 
than in previous relay-operated equipment. This article 
describes the design of the tone-identification systen1 adopted 
for the MAC system; it is likely that this design could be 
applied in tcleco1nmunications syste1ns that incorporate a 
computer and which have a requiren1ent for a tone-identifi­
cation systen1. 

MAC TONE-IDENTIFICATION REQUIREMENTS 

The MAC system is required to identify the following condi­
tions: 

(a) MAC test-number tone (TNT!), 
(b) 1nulti-n1etering test-nun1ber tone (TNT2), 
(c) busy tone (BT), 
(d) equipment-engaged tone (EET), 
(e) ringing tone (RT), 
(f) nun1ber-unobtainable (NU) tone, 
(g) no tone (NT), 
(/1) congestion announcen1ent (CA) tone, and 
(i) pay tone (PT). 

The identification is based on the tone cadences detected in 
2 frequency ranges: the first being centred on 400 Hz and the 
second being centred on 1004 Hz. All the tones can be con­
sidered to contain 400 Hz only (except the MAC test tone 
TNTI, which consists of alternate bursts of 400 Hz and 
1004 Hz). The frequency of 1004 Hz was chosen because i t  
i s  used t o  perforn1 transn1ission level n1easuren1ents and it is 
a CCITT* requirement that these be perforn1ed at 1 kHz. It 
is also required to identify all the tones over very wide 
tolerances of time and frequency variation. The design of the 
tone-identification system also accon1n1odates some degree of 

t Telecommunications Dcvclopn1cnt Dcparhncnt, Telecon1� 
munications Headquarters 

* CCITT: International Telegraph and Telephone Consultative 
Committee 

corruption to the ideal tone cadences in the fonn of super­
i1nposed false ON and OFF signals. 

The MAC syste111 is able to originate test calls on a maxi­
n1un1 of 30 test circuits sin1ultaneously, therefore the tone­
identification syste1n had to be capable of identifying tones 
received on 30 circuits in parallel; this requiren1ent dictated 
that the algorith111 be capable of quick and efficient evaluation. 

MAC TONE-RECOGNITION HARDWARE 

Each MAC test circuit incorporates 2 tone receivers that are 
used to detect 400 Hz and 1004 Hz signals. The 400 Hz 
receiver operates to frequencies within the range 340-500 Hz. 
The power levels of the received signals at the MAC access 
equipn1ent interface with the telecon1rnunications network lie 
in the range 0-35 dB111. The 1004 Hz receiver is required to 
operate in the range 994-1014 Hz at power levels in the range 
0-35 dBm. 

The first level of noise rejection and the accon1n1odation of 
corruption is perfonned by the tone-recognition hardware. 
This is achieved as follo\vs: 

(a) Tones received at the interface are passed through an 
analogue filtering syste1n and the output is digitally integrated. 
The purpose of the digital-integration phase is to provide 
rejection of very short ON or OFF pulses.t 

(b) The effect of the digital integrator is that a 400 Hz 
input signal n1ust be received for 60 111s before a 400 Hz ON 

output is given by the integrator and a 400 I Iz OFF condition 
n1ust be suslained for 16 n1s before it is recognized as a valid 
signal state; that is, ON pulses of 400 Hz of duration less than 
60 ms and 400 Hz OFF pulses of duration less than 16 nls, arc 
rejected. Sin1ilarly, ON and OFF pulses of 1004 Hz of duration 
less than 60 111s are rejected. 

EFFECTS OF DIFFERENT METHODS OF 
DIGITAL INTEGRATION 

In the design of the 400 Hz detectors, 1nuch consideration 
was given to the question of whether to bias the output 
towards the OFF state. Two approaches to digital integration 
of the analogue input signal were considered; the difference 
between the 2 approaches was the time taken for a 400 Hz 
ON output to revert to a 400 Hz OFF output when the 400 Hz 
input is discontinued. Under the first n1ethod, referred to as 
the long 111ethod, this ti111e was 60 ms: under the alternative 
nlethod, referred to as the short 111ethod, the tin1e was reduced 
to 16 ins. One reason why the short nlethod was adopted 
eventually was that, since OFF was the normal state and 
because signal infonnation and noise are presented as the ON 

state, it was considered to be good engineering practice to 
bias the output towards the OFF state. In addition, the short 

+ For convenience of description, the tern1 OFF pulse in this article 
is used to indicate the absence of signalling information 
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method \Vas found to have definite advantages in the identifi­
cation of RT and CA tone, as explained later in the article. 

The delay tin1c for the receiver output to revert to the OFF 

state is li1nitcd to a n1inin1u1n of 15 n1s. This lin1it was set 
because RT can be so heavily n1odulated that it can appear 
to have breaks approaching this tiine in the envelope at the 
threshold level of detection. 

l�vestigation Procedure 

The effects of the 2 methods on noise rejection and the 
identification of tones were compared using the following 
procedure. 

The hard\vare was 1nodified to include both 1nethods of 
integration, and the inclusion of a single switch allowed fast 
change-over between the 2 111cthods of operation. 

An output \Vas n1ade available fron1 the hardware, con­
sisting of the digital representation of the input signal after 
digital integration. This facility was particularly valuable as it 
became a simple matter to detennine when the input signals 
were of sufficient duration and an1plitude to give rise to 
output signals. In addition, by observing frequency-indicator 
light-e1nitting diodes in the tone-recognition hard\vare, it was 
possible to detern1ine in11nediately when output pulses were 
generated. 

An audio-frequency trace recorder was used to 1nake visual 
recordings of the tones received fron1 the telecornmunications 
network and of the corresponding digital representation 
output fron1 the hardware. 

Two high-accuracy frequency generators were used so that 
various tin1e-bases could be superin1posed on the analogue 
and digital traces of the tone for calibration purposes. 

A technique applied widely throughout the investigation 
was to record a nun1ber of cycles of a tone using the long­
n1ethod of digital integration, and then change to the short-
1nethod and record further cycles of the sa1ne test call. 

Noise Immunity 

During the evaluation of the effect of the 2 n1ethods, i t  
becan1e apparent that the most con1n1on forn1 o f  noise 
experienced during OFF periods was large nun1bers of closely­
spaced short-duration low-amplitude pulses. When these 
pulses were of greater an1plitude than the threshold level of 
detection, they were seen as a series of peaks. It is possible for 
a series of short-duration pulses to be integrated into a 
continuous 400 Hz ON output by the digital-integration 
circuit. Under the long-n1ethod of digital integration this 
effect occurs •.vhen the noise is present for greater than 
50% of the tin1e whereas, under the short tnethod, this effect 
occurs only when the noise is present for greater than 79 % 
of the time. Thus, the probability of noise giving rise t o  
spurious pulses i s  greatly reduced when using the short­
n1ethod of digital integration. 

It \Vas found, in practice, that the proportion of test calls 
which contained any noise above the threshold of detection 
was very low. Also, it was shown that the problen1 of spurious 
OFF periods during ON periods is not significant. 

Effect on Ringing Tone and Congestion 
Announcement 

Except for CA tone and RT, little difficulty was experienced 
in identifying any of the supervisory conditions \Vith either 
method of digital integration and the low noise conditions 
experienced. A niinor problem was experienced in identifying 
RT, and rnore severe problen1s were encountered in identi­
fying CA tone, which is notoriously difficult to identifiy. 

Ringing Tone 

During the tests, it was shown that an occasional feature of 
RT is the presence of low-level background RT during the 
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(a) Time-bases used for calibration 

(b) RT modulation 

FIG. I-Typical RT n1odulation \Vavefonn 

AT envelope 

Thrnshold level 

AMPLITUOE _2=�----

30ms ---------

TIME (ms) 

F1u. 2 -RT 1nodulation cycle 

non1inally silent portion of the tone cadence. Because RT is 
a heavily n1odulated signal, the appearance of the background 
RT is a series of peaks which n1ay be above the threshold 
level of detection, depending on the a1nplitude. Fig. 1 shows 
the fonn of typical RT niodulation, recorded on the network, 
also shown is the superin1posed ti1ne-bases used for calibra­
tion purposes. 

The cycle tin1e of RT 1nodulation is approxin1atcly 30 ms, 
as shown in Fig. 2. The period for which the tone is above the 
threshold level of detection depends upon the an1plitude of 
the RT envelope, and is equivalent to x milliseconds in Fig. 2; 
the duration of the OFF pulse is therefore (30-x) nlilliseconds. 
It is theorectically possible for the series of peaks generated by 
background IlT to be integrated into a spurious 400 Hz ON 

output by the digital-integration circuit. The probability of 
this occurring is lower using the short nlethod, as is indicated 
below. 

(a) Long-integration n1ethod 

If 15 < x < 30, then continuous 400 Hz ON output. 

If 0 < x .z: 15, then continuous 400 Hz OFF output. 

(b) Short-integration 1nethod 

If 23 ·7 < x < 30, then continuous 400 Hz ON output. 

If 0 < x < 23 · 7, then continuous 400 Hz OFF output. 

The effect of background RT breakthrough was investigated 
and it was established that, using the long-1nethod of digital 
integration, on son1e occasions, genuine ON pulses were 
elongated by background RT and spurious ON pulses were 
generated. The spurious pulses were always successfully 
ren1oved by the short-n1ethod of digital integration. 

Congestion A1111ou11ce111ent Tone 

Using the shorl nlethod, the effect on the digital representation 



of a speech input was predicted to be that the proportion of 
400 Hz OFF signals would be increased at the expense of the 
400 HzoN signals. During the evaluation tests of the 2 methods 
this effect was clearly demonstrated. Under the long nlethod, 
the speech portion of the CA cycle \Vas seen to give rise to 
prolonged periods of the 400 Hz ON state, son1etin1es as long 
as 770 nls. The presence of long-duration pulses 1nakes the 
identification of CA tone 1nore difficult and, in some instances, 
impossible. To establish a unique definition of some CA tones, 
it is essential that not n1ore than one pulse of duration greater 
than 285 nls is present in the cycle because, if this requiren1ent 
cannot be n1et, the definitions of CA tone and RT overlap. 
The effect of the short nlethod of digital integration was that 
the long-duration pulses were consistently broken up. In 
addition, sorne short-duration pulses seen using the long 
nlethod were re1noved co1npletely by the short n1ethod. 
However, the total nun1ber of discrete pulses seen during each 
cycle was approximately the same using either n1ethod of 
digital integration. Using the short-method of digital inte­
gration there was rarely more than one pulse of duration 
greater than 285 ms detected during a cycle of CA. 

TONE-IDENTIFICATION SOFTWARE 

The algorith1n used is based on threshold duration counters, 
and is an extensive developn1ent of one that has been applied 
successfully, over many years, in the British Post Office 
(BPO) TRT 1 19 call sender. Early techniques of tone identi­
fication, similar to that used in the TRT 1 1 9  call sender, 
have been described in previous issues of this Journal. 2• 3 The 
principle of operation is to isolate unique features of the tone, 
rather than perform a rigorous cadence comparison. 

It was not possible to adopt the TRT 1 19 call sender 

algorith1n in its entirety for a nu1nber of reasons: its nlost 
serious inadequacy is that the process of tone identification is 
too slow (to distinguish between CA tone, EET, BT and RT 
requires a 12 s sa1nple); secondly, it does not positively 
identify CA tone because the category used for all un­
recognizablc tones is CA (for example, recorded announce­
n1ents and double switching giving rise to speech). It was 
required that a MAC should positively identify CA tone and 
have an additional category for unrecognizable tones, known 
as uurecognizable result (UR). 

MAC TONE-RECOGNITION PROGRAM 

The tone-recognition progran1 is based on the use of threshold 
<luration counters; these count the number of pulses received 
which exceed certain durations during a fixed san1ple period. 
For each pulse received, all of the threshold duration counters 
of less than the duration of the pulse are incremented. 
A significant improvement of the algorithm (compared with 
the TR T 1 1 9  algorithm) is its ability to look at OFF pulses as 
well as ON pulses. The success of the program is dependent 
upon the choice of values for the key parameters. These 
parameters are: 

(a) the nun1ber of threshold duration counters, 
(b) the threshold durations of ON and OFF pulses, 
(c) the fixed sa1nplc period, and 
(d) the minin1un1 and 1naximum pern1issible values for 

each tone. 

Considerable development effort was required to establish 
the correct paran1eters, and the values selected are shown in 
Table I. Many thousands of test calls were n1ade to obtain 
examples of supervisory tones generated at many centres in 

TABLE 1 

Definition of Tones at a MAC and Test-Circuit Interface 

400 Hz ON Counters 400 Hz OFF Counters 1004 Hz ON 

Threshold 
Durations 60ms 170 ms 285 ms 1000 nlS 2500 ms 265 lllS 800ms 1100 ms 900ms 

Tone Tone 
Nun1� Name Min Max Min Max Min Max Min Max Min Max Min Max Min Max Min Max Min Max 

ber 
--

I BT 7 1 1  7 1 1  7 II 0 0 0 0 7 1 1  0 0 0 0 0 0 

2 EET 7 1 1  7 1 1  3 6 0 0 0 0 7 1 1  0 1 0 1 0 0 

3 RT 3 6 3 6 2 6 0 0 0 0 2 3 2 3 2 3 0 0 

4 NU I 2 I 2 1 2 I 2 1 2 0 1 0 0 0 0 0 0 

5 CAI 7 1 2  2 6 2 6 0 0 0 0 2 1 1  I 7 I 5 0 0 

6 CA2 4 1 1  1 6 0 I 0 0 0 0 2 10 I 7 I 5 0 0 

7 CAJ 2 4 I 4 0 0 0 0 0 0 2 5 I 5 I 5 0 0 

8 TNT! I 3 I 2 1 2 1 2 0 0 I 4 I 3 I 3 1 2 

9 TNT2 1 5 I 4 I 4 I 3 0 0 1 4 I 4 0 3 0 0 

10 NT 0 I 0 0 0 0 0 0 0 0 1 2 1 2 1 2 0 0 

Min: Minimum Max: Maximum 

Note: Sample period of all tones is 6 s 

1 1 9  



the UK. The cadences of large numbers of operational tones 
were measured accurately, and were recorded using the MAC 
equiptnent. However, it is known that there is scope for 
variation of these paran1eters and it is considered that, while 
the values chosen are satisfactory for successful operation, 
there is roo1n for further refine1nent. Since the program is 
controlled by a table of data, it is a relatively sin1ple process 
to adjust parameters and to add new, as yet undefined, tones 
within the lin1its of storage available. 

The fixed san1ple period chosen was 6 s, this represents an 
integral multiple of the non1inal cycle time of the majority of 
superYisory tones. 

The threshold durations adopted \Vere as sho\vn in Table 2. 

400 1-Jz ON 

60 lllS 
170 n1s 
285 111S 

1000 lllS 
2500 ms 

TABLE 2 

Threshold Durations 

400 Hz OFF 

265 lllS 
800 111S 

1100 nlS 

1004 Hz ON 

900 nlS 

There were niany factors involved in the choice of the 
threshold durations, and some of these n1ay be deduced by 
studying the various tone cadences shown in Table 3. A brief 
sun1n1ary of the reasons for selection of these threshold 
durations follows. 

(a) 60 ms ON 

This was a natural choice because this threshold duration 
is provided automatically by the hardware and provides a basic 
count of discrete pulses. 

(b) 170 ms ON 

The primary purpose of this counter is to record the shorter 
pulse of EET, and the burst of tone in the CA cycle. 

(c) 285 ms ON 

This counter is pri1narily required to record all the pulses 
of BT while avoiding the shorter pulse of EET; thus, the 
discritnination between the sin1ilar tones BT and EET is 
provided by this counter. 

(d) 1000 ms ON 

This counter is prin1arily required to record the ON pulses 
ofTNT2 and to distinguish between RT and TNT. 

(e) 2500 ms ON 

This counter is required to record the identification of 
NU tone. Any burst of 400 Hz of duration longer than 
2500 nis is considered to be NU tone. 

(/) 265 ms OFF 

This counter is required to record the shorter OFF periods 
of EET. 

(g) 800 ms OFF 

This counter is required to record the OFF pulses of TNT2. 

(h) 1100 ms OFF 

This counter is required to assist in the identification of 
CA tone. (A characteristic of CA tone is a period of silence 
of at least 1100 ms.) 

(i) 900 ms ON (1004 Hz) 

This counter is required to record the 1004 Hz pulses in 
the TNT! cycle. 
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TABLE 3 

Tone Cadences 

Cadence 
Tone 

Non1inal Tolerance 

BT 0·3750N 0·285-0·435 
0·375 OFF 0·285-0·435 

-

EET 0·400 ON 0·305-0·460 
0·350 OFF 0·265-0A05 
0·225 ON 0·170-0·260 
0·5250FI' 0·400-0·605 

RT 0·400 ON 0·305-0·460 
0·200 OFF 0·150-0·230 
0·400 ON 0·305-0·460 
2·0000FF 1·520-2·310 

NU Continuous 

PT 0· J25 ON 0·080-0·167 
0·125 Off 0·080-0·167 

CA 0·200 ON 0·190-0·210 
3 · 800 Speech )·000-4·000 
1 ·000 Silence 0·800-1 ·800 

TNT! I ·992 ON 

1 0·996 Off' 
±0·005 

I ·992 ON (1004 Hz) 

J 0·996 OFF 

TNT2 1·5000N I ·000-2·200 
1·500 orr 0·800 2·000 

No/C': All frequencies are nominally 400 Hz except where stated for TNT!. 

The range of permissible values for each of the counters 
shown in Table 1 is necessary to cater for all the norn1al 
variation of cycle tin1es and pulse durations shown in the 
tolerance colun1n of Table 3. This range of values enables a 
tone which starts out with a cadence close to the ideal cadence 
to be corrupted on the network and yet remain within 
the definition given in Table 1. The single definition of a 
tone holds for many ways in which the ideal cadence 
may be corrupted. Obviously, if a tone is generated at the 
outset with a borderline cadence then the degree of further 
corruption that can be acco1nn1odated is n1uch less. Another 
advantage of this n1ethod of representation is that a single 
definition of a tone holds for all possible points of entry into 
the cycle. 

Other points of interest concerning the choice of values in 
Table 1 are as follows. 

(a) It is possible for NU tone to include a break in con­
tinuity of up to 800 ms. 

(b) It is possible for NT to include a single burst of tone 
of up to 170 ms. 

(c) Three definitions of CA tone are required to cater for 
the different a1nplitudes at which it 1nay be received. It is 
common for CA tone to be received at such a low level that 
only the (nominally) 200 nis burst of tone every 5 s is trans­
mitted to the hardware, and all of the speech portion is lost. 

(d) The only additional threshold duration counter re­
quired specifically for TNTI is 1004 Hz ON. The duration of 
the ON pulse is no111inally 1992 ms but 800 nls ON was chosen 
to accommodate a spurious break of up to 190 111s in the 
middle of the pulse. This relaxed definition of TNTI is 
possible because the receipt of a prolonged burst of a 1 kHz 



signal fron1 any other source is unlikely, and 800 n1s provides 
an adequate tin1e for a positive identification of TNTl. 

The operation of the tone-recognition progra1n is very 
sin1ple. It consists of scanning sequentially the threshold 
duration counters, and evaluating the results according to the 
list of tone definitions shown in Table 1 until a match is found 
for which the set of threshold duration counter values all lie 
within their pcnnissible ranges for a given tone. 

PERIPHERAL TONE-IDENTIFICATION 
SOFTWARE 

The way in which the tone-recognition program was inte­
grated into the system design was of great importance. It was 
necessary for the program to be supported by a certain 
amount of peripheral software. A flowchart showing the 
functions of this external software is given in Fig. 3. The main 
purposes of the supporting software are as follows. 

It was required to supple111ent, by software, the level of 
noise rejection provided by the hardware. Before the presence 
of a tone on the line is acknowledged it must be present for 
at least 170 ms, including the initial 60 ms delay contributed 
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F10. 3-Peripheral tone-identification software 

by the hardware. Bursts of tone of shorter duration than this 
are ignored. When a tone has been present for 170 nls, the 
soft\vare waits a further 1830 n1s before examining it further; 
this delay is introduced because a test-number relay-set can 
take up to 2 s to return TNTI, and the intervening period of 
RT n1ust be ignored. 

It is usual for NU tone, NT and PT to be identified externally 
to the progran1. Jn fact, NU tone and NT are only handled 
by the progra1n when they contain a level of corruption. After 
the 2 s waiting period, the progran1 is started from the next 
ON or OFF transition received. However, under some circum­
stances, no further transitions will be received and the program 
will never be entered and, therefore, certain maximum waiting 
periods are set. If 400 Hz is received continuously for 3 s, 
then this signal is identified as NU tone. Similarly, if no 
400 Hz or I 004 Hz signal is received for 5 · 5 s the absence of 
tone is identified as NT, provided that the NT tin1eout has 
expired. It is necessary to test for NT for at least 5 s because 
a period of silence of this duration is possible in a CA tone 
cycle. However, before NT is finally confirmed, a check 
nlust be 01ade that the NT tin1eout has expired; this period 
is 20 s for own exchange and local calls and 30 s for STD 
type calls. Lastly, PT has its own special test because it 
is required to identify this tone in a period of 1 s. The test 
for the presence of PT is based on the number of pulses 
received in 1 s that are not nlore than 285 ms duration. 

The software also performs the function of converting to 
pulses those frequency transitions detected on the line; these 
pulses are stored for retrospective analysis. The software then 
has to process these pulses to co1npensate for the distorting 
effect of the hardware digital-integration; to accon1plish this it 
is necessary to extend the apparent duration of 400 Hz ON 

pulses by 44 n1s and reduce the apparent duration of 400 Hz 
OFF pulses hy 44 n1s. 

CONCLUSION 

The BPO is to provide a MAC in each of the 61 Telephone 
Areas in the UK. A few installations have been con1pleted 
and are in service, and the niethod of tone identification 
described in this article has worked with great success in the 
field. It is considered that the method is sufficiently well 
developed to be applied directly in other telecommunications 
systen1s that are con1puter based and for which tone identifi­
cation is required. 

The decision as to when a tone is sufficiently far from the 
ideal cadence that it should be rejected is always subjective. 
The human ear has an amazing ability to cope with an 
incredible degree of variance from the ideal, and with very 
high levels of noise corruption. However, the tolerance 
ranges shown in Table 1 are generous and, in some cases, are 
as wide as possible before the representation of 2 tones 
overlap. 
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This article describes the techniques used by the •. British Post Office to 111easure the tra11s111issio11 properties 
of optical-fibre cables, both in the laboratory and in the field. The n1eas11re111e11ts include the deten11i11atio11 
of loss, bandwidth and refracti1'e-i11dex profile. Fault location by the obser1'alio11 and 111easun?111<?11t of 
backscattered light in the fibre is also described. 

INTRODUCTION 

This article is concerned with the techniques and test cquip­
n1ent involved in making precision n1easure1ncnts of the 
transn1ission properties of niultimode optical fibres in both 
the laboi·atory and the field. One of the characteristic features 
of multin1ode fibre as a transmission n1ediu1n is that its loss 
and bandwidth depend on the distribution of power an1ong 
the 1nany possible modes of propagation; a situation which 
contrasts with the coaxial-cable case and which requires that 
care 1nust be taken to obtain measure1nents of practical 
relevance. 

Measurements are required to determine the acceptability 
of fibres and cable after production; nieasuren1ents are also 
required follo\.ving installation in the field and, subsequently, 
for n1aintenance purposes. In the factory, the measurements 

include those to ensure that the desired refractive-index 
profile (and hence numerical aperture and core dian1eter) has 
been achieved, the n1inimum bandv..1idth requirement has been 
met and that the maxi1num loss limit has not been exceeded. 
In the field, loss nleasurements are the most useful in de­
termining transmission pcrforn1ance, but the capability of 
measuring bandwidth n1ay be required, particularly if there is 
a need to assess the possibility of increasing the traffic­
carrying capacity of a link. 

Test equipment, closely related to that used for bandwidth 
measurements in the tin1e domain but employing pulse-echo 
principles, can be used to detect non-continuity of a fibre, 
to nieasure fibre length, and to observe backscattered light. 
The latter facility is a valuable technique for recording the 
losses and reflections within a fibre link by a non-destructive 
method which requires access to one end of the link only. 

In describing the test equipment and measurement tech­
niques used, this article is illustrated by reference to the 
British Post Office (BPO) Martleshan1-Kesgrave-lpswich 
optical-fibre cable installation1·2•3 but, for the sake of com­
pleteness, is not confined to it. 

LOSS MEASUREMENTS 

The optical power launched into a fibre is attenuated due to 
2 distinct loss-mechanisms, known as absorption loss and 
radiative loss. 

Absorption loss occurs when optical power is absorbed by 
impurities within a fibre, notably, water and transition metal 
ions, and dissipated as heat. The temperature rise is very 
small (approximately 1o-6 °C) and can be detected only by 
careful mcasurement4• 
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Radiative loss, or scattering loss, occurs when optical 
power is scattered out of the fibre. There are 3 reasons for 
this: 

(a) Inhon1ogeneitics in the fibre which are small con1pared 
to the wavelength of light produce Rayleigh scattering both 
forwards and back. 

(b) Optical power, particularly in the high-order niodes, 
can tunnel through the cladding into the radiation field. 

(c) Major in1perfections in a fibre, or bends in a fibre, can 
cause coupling between the n1odes and, consequently, power 
is lost to the radiation field, either directly or indirectly, 
through the high-order 1nodcs. 

To niake a measuren1ent of radiative loss alone is difficult: 
but, for systen1 purposes, it is sufficient to know the totnl loss; 
that is, the sun1 of the absorption and radiative losses. Total 
loss is n1uch easier to n1easure, and the 1neasuren1ent tech­
niques are discussed in this article. 

Total' Loss Measurement 

For ease of description, it is convenient to consider total loss 
n1easuren1ents under 2 basic categories : those in which the 
loss is nleasured as a function of optical wavelength, typically, 
from the visible region of the spectrum (approximately 
500 n1n) into the infra-red region (1000-1500 nm); and those 
made at a single wavelength, which is usually chosen because 
it is the V..'avelength at which a systen1 \vill operate. 

Some 1neasurement techniques and son1e components of 
test equipment are con1mon to both types of measurement 
and, indeed, to nlany other 111easurements made on optical 
fibres. One important require111ent is to determine the amount 
of power that has been l:i.unched into a fibre under test. The 
value of this power cannot easily be calculated because it is 
affected by the individual wavelength responses of all the 
components that go to make up the test equipment, by the 
quality of the end face through which power enters the fibre 
and, also, by the optical characteristics of the particular fibre 
under test. 

After an initial measuren1ent has been made, one way of 
eliminating most of the uncertainties relating to the deter­
mination of launched power is by cutting back the fibre under 
test to a length of about 1 111 and repeating the tests. In this 
way, the test equipment response can be taken into account 
because the same end-face is used in both tests and, thus, the 
launched power is constant. A flat, perpendicular end-face 
can be prepared using a specially designed tool6, although 
small irregularities are not in1portant if the cut-back technique 
is used. 



Care must also be taken at the receiver to ensure that the 
measured power originates only in the core and is not due 
to ambient light or due to power propagating in the fibre 
cladding. 

Immediately in front of the detector element of the receiver 
the fibre under test passes through a liquid whose refractiv� 
index is greater than that of the fibre cladding. This removes 
the cladding modes which are bound by the air-cladding 
interface, whereas the true guided-modes, which are bound 
by the core-cladding interface, are unaffected. The immersion 
may be accomplished by laying the fibre across a plate whose 
surface is smeared with the index-matching liquid; alterna­
tively, the fibre end may be inserted into a glass cell of the 
liquid which is placed imme<;liately in front of the detector. 
The latter technique has the added advantage that the liquid 
in the cell has a refractive index much closer to that of the 
fibre core than air and this reduces any deviation or scattering 
of the light due to a slightly imperfect fibre end. 

It has been stated in the introduction to this article that 
both loss and bandwidth are not single-valued parameters of 

a fibre, each being dependent on the mode distribution 
launched. It is therefore sensible to launch a distribution 
which corresponds closely to the stable mode distribution· 
that is, the mode distribution which is reached after a Ion� 
length (;;;. 1 km) of fibre. The measurement will then be 
representative of the loss of a fibre when it forms part of a 
long jointed link and, hence, the losses measured on the 
individual fibres that make up the link may be added together 
to predict the total loss. This aspect is important because, if 
all modes are excited equally at the input, the loss measured 
on a 1 km length of fibre is typically 0 · 5-1·5 dBt greater than 
its loss when measured as part of a longer link. Considering a 
10 km link, the predicted loss will be 5-15 dB greater than 
its measured loss. On step-index fibres, this problem has been 
solved by the use of a mode scrambler situated immediately 
after the launch point7. There are several types of mode 
scrambler; in all cases, they attempt to introduce a large 
amount of mode coupling (caused by microbending) in a few 
centimetres of fibre, thereby creating a mode distribution 
characteristic of a long length of fibre. The techniques that 
have been used include wrapping the fibre tightly around a 
drum and sandwiching the fibre between a pair of rough 
surfaces. 

The effect of mode scramblers on graded-index fibres has 
been found to be less reproducible, therefore an alternative 
approach has been adopted that restricts the amount of power 
launched into the high-order modes. This is achieved by 
restricting the numerical aperture8 (NA) at launch by using 
an aperture stop to ensure that the launched power is con­
centrated around the core axis; this is achieved by choosing 
suitable lenses to produce a demagnified image of the source 
�t the core (see Fig. 1). The image is positioned on axis with 
the aid of an infra-red television camera, which views the 

t Throughout this article, decibels (dB) refer to optical powers, 
and are defined as JO log10 (V1/V2). The reason for using the 
factor JO (rather than the factor 20) is that the voltage output from 
a photo-receiver is directly proportional to the incident optical 
power 
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FIG. I-The restricted launch conditions used to simulate stable 
mode distribution in graded-index fibres 

Note: Microscope lenses screw into accurately aligned holes at each end of the 
block. The straight slots are used for filters, and the angled slots for the positioning 
of beamsplitters. The side ports can accommodate lenses, eyepiece units, sources 
and detectors for many different applications. 

FIG. 2-A specially designed mount for housing optical test 
equipment 

reflection (amounting to 4 % of the incident light) from the 
fibre end via a beam splitter. The television camera is also 
used as an aid to ensure that fibre ends have been well 
prepared. 

During a loss measurement, the power launched. into a 
fibre must remain constant. This requires that a stable optical­
mount be used to hold the lenses and beamsplitters, and the 
use of rigid micromanipulator stacks to adjust the positions 
of the source and the fibre under test. An example of this type 
of mount is shown in Fig. 2. Alternatively, a much simplified 
launching technique may be used which is more suitable for 
field measurements. This uses a source whose output is 
transmitted through a short fibre tail which is specially manu­
factured to have an NA and a core size smaller than the 
fibre type being measured, but having an identical cladding 
diameter. The fibre tail is butted in a groove against the fibre 
to be measured and a small drop of refractive-index-matching 
liquid is added at the interface. This is, effectively, a tem­
porary joint which, when clamped, provides a very stable 
restricted launch without the complications of imaging optics 
and television monitoring. 

Spectral Dependence of Fibre Loss 

A measurement to determine the spectral dependence of fibre 
loss should be necessary only at the fibre production stage; 
this measurement is a useful means of identifying fibre 
impurities and other loss mechanisms. An example of such 
a measurement result, taken on a graded-index fibre made by 
a chemical-vapour-deposition (CVD) process, is shown in 
Fig. 3. The CVD process produces a fibre that is contaminated 
with a relatively large amount of water, the effect of which is 
indicated in Fig. 3 by the 3 peaks at 760, 910 and 980 nm. 
The peaks at 760 nm and 980 nm are overtones of the funda­
mental stretching vibration of the oxygen-hydrogen ion at 
2700 nm, and .that at 910 nm is a combination band with 
silica. The gradual decrease in loss with increasing wave­
length is due to the A-4 dependence of the Rayleigh scatter9. 
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Note: This measurement result was obtained from one of the fibres used in the 

Mart!esham-Kcsgrave link. 

FIG. 3-The loss spectru1n of a silica fibre made by a CVD process 
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FIG. 4-Arrange111ent of test equip111ent used to obtain the loss 
spectrum of a fibre 

A sche1natic diagram sho\ving the equipn1ent arrangen1ent 
used to obtain the above Joss spectrun1 is given in Fig. 4. 
Further details 111ay be found e!sewhere10. The input power 
source is a tungsten la1np which is imaged onto the entrance 
slit of a grating n1onochron1ator. The \Vavelength resolution 
is set at a few nanon1etres, thereby selecting a wavelength 
range narrower than any absorption features in the spectrum. 
The output js chopped 1nechanically, at a few hundred hertz 
by a rotating sector disc, and then launched into the fibre by 
n1eans of an optical in1aging systen1. The object of the chop­
ping is to distinguish between the alternating received signal 
and any stray light at the detector. The 1nodulation frequency 
signal en1erging fron1 the end of the fibre can be detected with 
either a photodiode or with a cooled photo-1nultiplier and 
rectified with a lock-in an1plifier. The rectified signal is then 
recorded by a minicomputer, and the wavelength is stepped 
on by a nlotor drive connected to the diffraction grating. By 
this means, the optical output is recorded throughout the 
wavelength range of interest. 

If L is the length of a fibre and o:(.\) is its extinction co­
efficient at wavelength .\, the power transmitted is given by 

P;(L) � P,_(O) exp { - a(A)L), 
and the loss is given by 
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JO P,(O) 
y log10 "P,.(L) � 10 a(.<) log10 e 

� 4 · 34 a(.<) decibels/kilometre. 
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FIG. 5-Arrange111ent of test equipn1ent used to n1ake point loss 
n1easure 111ents 

Both the long-length and short-length measurement results, 
Pi,(L) and P?,(O) respectively, are stored in the minicomputer 
throughout the wavelength range of interest and are used to 
calculate the extinction coefficient (o:(il.)) and to plot a graph 
of this parameter against wavelength. 

Single-Wavelength Loss Measurements 
At present, the semiconducting devices that are used as 
sources in optical communications systen1s operate in a small 
band of wavelengths (800-900 nm), but it is possible that, in 
the future, wavelengths of 1060-1300 nm may be used. 
Consequently, at this time, a design engineer is interested 
only in the loss at these wavelengths, and a n1ore straight­
forward measuring technique may be used, as shown in 
Fig. 5. The source is usually a semiconducting device, either 
a light-emitting diode (LED), or a laser, whose output is 
modulated at a low frequency, typically 10 kHz. It is possible, 
but often less convenient, to use a tungsten lamp with wave­
length selection provided by an optical filter but, in this case, 
a mechanical light-chopper is needed. An imaging syste1n is 
used to launch power into a fibre and, at the receiver, detection 
is by a large area photodiode, followed by a tuned amplifier 
(for exarnple, a level-measuring set) or a lock-in amplifier. 

Loss Measurements in the Field 
To si1nplify fibre loss measurements in the field, a small 
portable test set, which can be mains or battery powered, has 
been constructed. It has 3 n1ain components: a transmitter, a 
jointing-jig and a receiver. The stabilized, nlodulated source 
contains a laser or an LED coupled to a fibre tail, which is 
chosen to generate a suitable mode distribution, as mentioned 
earlier. This fibre tail is jointed temporarily, using the jig, to 
the test fibre. The use of a modulated source, combined with 
a sharply-tuned receiver, makes it possible to measure fibre 
losses of up to 90 dB, corresponding to a received power of 
only 1 pW. 
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FIG. 6-Schematic diagram of the transmitter unit used for loss 
measuren1ents made in the field 
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The transn1itter contains a modulator and a feedback 
network, which controls the output power by comparing the 
feedback signal \Vith a reference voltage (see Fig. 6). The 
optical coupler to the fibre tail contains a bea1nsplitter which 
redirects a sn1all percentage of the light onto a photodiode in 
the feedback circuit. The overall stability is governed by the 
ten1perature stability of a photodiode {O· l % per °C) and the 
crystal oscillator frequency. 

The receiver uses a large _area photodiode, followed by a 
low-noise buffer amplifier (see Fig. 7). To enable subsequent 
stages to operate within a limited dynamic range, an attenu­
ator is inserted before the n1ain amplifier and the narrow­
band (1 Hz) crystal filter. After detection, the signal is dis­
played on a meter, the power being the sum of the meter 
readings and the attenuator settings. Stability is limited by 
the photodiode to 0 · 1 % per °C, as before. 

For field measurements, where remote working is necessary, 
the lock-in amplifier used in the laboratory is unsuitable as a 
detector because of its need for a reference signal. The test 
method .also i1nplies the use of 2 receivers, one for the test 
fibre and one for the short-length 1neasuren1ent. To overcome 
the problen1 of different sensitivities, a stable and portable 
source has been used to calibrate the test equip1nent at each 
end of a link immediately prior to taking a measurement. 
However, during the testing of the Martleshan1-Kesgrave­
Ipswich optical-fibre transmission system, it was found that 
the need for a calibration source could be avoided by making 
measurements in both directions. The operators at each end 
of the cable transmit and receive alternately on the same 
fibre, and each perforn1s a short-length measurement. It may 
be shown that, provided the fibre loss is the same in both 
directions and the test equipn1ent is stable, the calibration 
errors cancel out, thus pern1itting the loss to be calculated. 

When attempting to assess the accuracy of loss measure­
ments, it is important to remember that the result depends on 
the conditions of measurement and that 2 laboratories will 
not, except by chance, reach the same conclusion about the 
l_oss of the same fibre unless they use identical launch con­
ditions. Thus, reproducibility of results is a very important 
consideration since, if repeated n1easurement of the same 
fibre always leads to the same ans\ver, that answer can be 
considered accurate for the launch condition in use. In the 
laboratory, where both ends of the fibre are available in one 
place, the reproducibility of loss measurements is within 
±0· 1 dB. In the field, with all the complications of remote 

working, the spread is ±0·2 dB, using either the calibration 
source or the 2-way method. 

The effectiveness of the restricted launch technique is 
illustrated in Table 1, which shows the measured losses at 
each kilometre stage of a jointed 6 km link and a running 
total of the individual measurements. In Table 1, the cumula­
tive loss is the measured total loss for the length specified, 
and the predicted Joss is the sum of the measured individual 
losses of the fibres forming the link up to that point. The 

TABLE 1 

Measured and Predictad Losses of an 
Optical-Fibre Cable Route 

Route Length 
(km) 

I ·00 
I ·75 
2·75 
3·75 
4·75 
5·75 

Cunn1lative Loss 
(dB) 

4·7 
8· I 

12·4 
16·0 
20·6 
24·8 

Predicted Loss 
(dB) 

4·7 
8·2 

12·6 
16·3 
20·6 
24·8 

n1easurements were obtained on channel 1 of the 140 Mbit/s 
Martlesham-Kesgrave cable. Similar agreen1ent was obtained 
on the other channels. Bearing in n1ind that the sumn1ation 
would have been 3-9 dB larger than the measured loss at the 
6 km stage if care had not been taken over the launching 
conditions, the agreement is very satisfactory. 

MEASUREMENT OF BANDWIDTH 

The band\vidth of a multimode optical fibre is Iin1ited princi­
pally by 2 factors: mode dispersion and material dispersion. 
Unlike coaxial cables or metallic waveguides, multimode 
fibres support 500-1000 modes. Each mode has a different 
propagation velocity and, if power is launched into niany 
modes of a fibre in the form of a short pulse, the output pulse 
will be spread in tin1e. Also, in contrast with coaxial trans­
mission systen1s, the carrier signal from the light source does 
not have a single characteristic \Vavelength, but covers a s1nall 
range which greatly exceeds the niodulation bandwidth. This 
range is normally tern1ed the li11ewidt'1 of the source, and is 
most conveniently specified as the width, in nanon1ctres, at 
half peak an1plitude. Thus, for a semiconductor laser, the 
width can be 2--4 nm, whereas for an LED it can be 40 nm. 
This source linewidth leads to the second factor which limits 
bandwidth, namely material dispersion. The velocity of light 
in a 1nedium depends on the refractive index, which is a 
fun'ction of wavelength. Thus, the different wavelengths 
emitted by the source travel at different velocities, causing 
additional pulsewbroadening in proportion to the length of a 
fibre. This contribution can be calculated if the material­
dispersion coefficient of the fibre and the linewidth of the 
source are known. 

The total pulse-broadening due to mode and material 
dispersion can be calculated by summing the squares: 

aTOTAL = v/(a2MODE + U2MATERIAL), 
where a is the RMS broadening of a very narrow input pulse. 
The measurement of bandwidth can be carried out either in 
the time domain {that is, using pulses), or in the frequency 
domain (that is, continuous wave). 

Frequency�Domain Measurements 

In the frequency domain, an LED or laser light source is 
modulated sinusoidally and the resulting signal is launched 
into the fibre under test. The received level is recorded for a 
range of frequencies, thus giving the combined frequency 
response of the fibre and the test equipment. To remove the 
test-equipment response, the fibre under test is cut back or 
replaced by a short length and the measurement is repeated. 
This second response is subtracted (on a decibel scale) from 
the first) thus producing a result that is dependent only on the 
characteristics of the fibre under investigation. In bandwidth 
measurements, the fibre respon_se is quoted relative to zero 
frequency. 

In general, both amplitude and phase are a function of base-
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FIG. 8-Arrangen1ent of test equipn1ent used for bandwidth 
n1easurements in the frequency don1ain 

band frequency so that, to define fully the transm1ss1on 
properties of a fibre, both characteristics need to be measured. 
However, in the frequency domain, the measurement of phase 
response is difficult because of the large 'phase difference 
between the signals at the ends of the fibre, therefore the test 
equipment used at present is restricted to the 1neasurement of 
amplitude/frequency response only. 

An earlier section of this article described the nature of the 
launched power distribution needed to obt<iin meaningful 
loss measurements applied to jointed sections. The band\vidth 
of a fibre is also dependent on the launched power distribu­
tion. Consequently, it is important to ensure that conditions 
are repeatable so that a valid con1parison can be made be­
tween different fibres or, for example, the 13erforn1ance of 
one fibre can be monitored through various stages of a cable 
installation process. 

The arrangement of test equipment required for band\vidth 
measuren1ents in the frequency don1ain is sho\vn in Fig. 8. 
The test equipment includes an LED which is coupled to the 
fibre under test by a lens and 1nodulated by a signal fron1 an 
oscillator. The transmitted light is received by an avalanche 
photodiode whose gain is stabilized against temperature 
effects. The signal power is detected by a level n1easuring set 
(scale calibrated in decibels). Using this arrangement, the 
bandwidth that can be measured is typically 20 MHz, and 
a loss of 40 dB can be tolerated. These limits can be extended 
by using a laser source in conjunction with a spectrum 
analyser, possibly up to 1 GHz, but, in general, frequency­
domain measurements are little used at present. 

Time�Domain Measurements 

To measure the bandwidth of a fibre in the time domain, a 
short light pulse is launched into the fibre under test and a 
broadened pulse is detected at the far end. The test fibre is 
then cut back or replaced by a short length and a transmit 
pulse is recorded. This pulse may be regarded as the input to 
the test fibre because the effect of the receiving equipment on 
the width of the pulse is the same for both Ineasurements. 
Hence, any further broadening is attributable to the test fibre 
alone. In the time c;lomain, the results are usually presented 
in terms of the impulse response function (IRF) which can 
be measured directly only by using an input pulse of vanish­
ingly small w'idth, known as a delta function. The IRF can be 
computed by deconvolving the measured input pulse from 
the output pulse of the fibre on test. To do this, the amplitude/ 
frequency and phase/frequency responses are calculated for 
the input and output pulses by Fourier transformation, the 
former is divided into the latter, and the resulting response is 
inversely transformed to yield the IRF. Both presentations, 
the amplitude/frequency response and IRF are useful. One 
important advantage of the time-domain method is that the 
phase information is obtained using a simple design of test­
equipmcnt; this is possible because the receiver is triggered 
by the incoming pulses, not by the original signal. Conse­
quently, the equipment is not required to absorb the relatively-

126 

LASER 
PULSER 

INFRA-REO 
ELEVISIDN 
CAMERA 

OATA LDGCllNG 
APPARATUS 
DR PLOTTER 

FAST 
PHOTDDIOOE 

SAMPLING 
OSCILLOSC.DPE 

FIG. 9-Arrangement of test equipment used for bandwidth 
1neasurements in the time don1ain 

OUTPUT 

INPUT 

1---1 
I"' 

Note: The amplitude scales for the pulses are arbitrary and different 

FIG. I 0-A typical input pulse (generated by the test equipment 
shown in Fig. 9) and the corresponding output pulse at the end of 

2 kn1 of fibre 

long transit tin1e of the pulse which is equivalent to the large 
phase difference in the frequency domain. 

The test equipn1ent used to make pulse measurements is 
shown in Fig. 9. The source is a single heterostructl,lre 
gallium arsenide laser, which produces a peak power of 2 W 
in a pulse duration of less than 300 ps. This output is coupled 
into the fibre under test by a pair of microscope objectives 
between which is a beamsplitter. This allows the light reflected 
from the fibre end to be observed with an infra-red television 
camera so that the laser junction (a stripe) can be focused 
consistently on the fibre diameter. The output pulse is re­
ceived by a photodiode and displayed on a sampling oscillo­
scope from which it is transferred to punched tape to facilitate 
computation. This arrangement can be used on fibres having 
losses up to 65 dB and bandwidths up to 1 GHz. Typical 
input and output pulses are shown in Fig. I 0, and the corre­
sponding frequency, phase and impulse responses are shown 
in Fig. 11. 

A straightforward extension of the time-domain method is 
the shuttle-pulse technique, which is useful for investigating 
the bandwidth of short lengths of fibre where the pulse 
dispersion is small. In this method, a semi-transparent mirror 
is placed at each end of the fibre and the signal is launched 
through one mirror and allowed to travel backwards and 
forwards by successive reflections at the ends. A photodiode, 
which, with suitable optics, may be at either end of the fibre 
under test, detects the fraction of the pulse power passing 
through the mirror each time it reaches the end. By sampling 
at the correct time, the broadened pulse may be examined 
after the desired number of transits, thus effectively increasing 
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FIG. 12-Plot illustrating the intensity of backscattered light as a 
function of length for various launching conditions 

the length of the fibre. In one experiment, 9 passes along a 
1 km length of fibre were observed. Care must be taken that 
the mirrors do not disturb the propagating modes. 

BACKSCATTER MEASUREMENTS IN 

OPTICAL FIBRES 

Rayleigh scattering in optical fibres has already been men­
tioned as a source of loss. It is caused by microscopic vari­
ations in the refractive index of the glass, and its local intensity 
is a characteristic of the material rather than the fibre. How­
ever, when the intensity of the scattered light is observed from 
the end of a fibre it is affected by the fibre properties. The 
observation point can be the source end since scattering 
occurs in both directions. 

At each point in the fibre, the amount of backscattered 
light is proportional to the signal power at that point. There­
fore, because the signal power diminishes along the fibre, the 
backscattered light intensity also diminishes and its measure­
ment gives a guide to the fibre loss. 

To determine the amplitude of the backscattered light from 
a particular point along the fibre, the signal is launched in the 
form of pulses, and the distance to the scattering point can 
be deduced from the time delay. For a fibre having a constant 
loss, the signal power decreases exponentially with length. 
Hence, a plot of the logarithm of the backscattered power as 
a function of length (or time) is a straight line, the slope of 
which gives the fibre loss in decibels per kilometre. In the 

section of this article that dealt with the loss characteristics 
of fibres, the concept of a stable mode distribution was 
discussed. If the launched power distribution is different from 
this stable mode distribution, the loss of the first section of the 
fibre can be either lower or higher than the steady-state result. 
Fig. 12 shows the effect of different NA launch conditions on 
the backscatter result and indicates that the steady-state 
condition is approached as the fibre length increases. This 
means that, when using the backscatter technique for de­
termining the loss of a fibre, it is not necessary to launch the 
stable mode distribution because it is evident when this 
condition exists, provided the fibre is of sufficient length. 

Backscatter Measuring Equipment and Test 
Results 

One of the problems associated with the measurement of 
backscatter is that the reflection from the launch end of a 
fibre is considerably greater (typically 15-20 dB) than the 
backscattered light. This reflection may saturate either the 
photodiode or the following an1plifiers and limit the dynamic 
range over which the systen1 can be operated. This problem 
can be solved either by gating-out the unwanted reflection 11, 

or by eliminating it. The latter approach has been adopted, 
and the n1easuring arrangement is shown in Fig. 13. The test 
equipment consists of a single heterostructure laser, driven at 
20 A for 100 ns at a repetition rate of 8 kHz. The amplitude 
of the received backscatter is proportional to the product of 
the pulse amplitude and the pulse duration. However, the 
resolution in distance is dependent on the pulse duration, and 
a compromise must be made between these 2 factors. A 100 ns 
pulse width produces a backscatter signal of about 30 dB 
below the incident po\ver while still giving a resolution of 
about 10 m. The pulse is launched through 2 lenses and a 
beatn splitter into the fibre, which is held in a special launching 
cell. The cell is filled with a liquid having the same refractive 
index as that of the fibre core. The pulse of light refracts into 
the fibre, which is now index matched, and the unwanted 
signal is reflected harmlessly away. The backscattered light is 
reflected by the beamsplitter through a lens and onto the 
photodiode. The resulting signal is a1nplified and detected by 
a boxcar receiver, which can recover the signal from its 
accompanying noise, and is then displayed on an X-Y chart 
recorder. As mentioned earlier, it is an advantage to have a 
logarithmic plot of the result and a logarithmic amplifier can 
be included to achieve this. Using this test equipment, a 
dynan1ic range of approximately 50 dB can be achieved. Since 
the light nlust travel in both directions, the permissible fibre 
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FIG. 13-Arrangement of test equipment used for nleasurement of 
backscatter 
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FIG. 15-The backscattered light intensity observed fron1 2 fibres 
connected by a poor joint 

loss is about 25 dB, which corresponds to a range of 5-6 km 
in present designs of fibre. 

The backscatter measurement result of 1 km of fibre is 
shown in Fig. 14. The logarithmic plot is almost a straight 
line, thus indicating that the power distribution launched was 
not too different from the stable mode distribution and, also, 
that the fibre has a constant loss along its length. The peaks 
in both the plots are due to discrete scattering centres which, 
in the case illustrated, give rise to negligible loss. In this 
example, the fibre end was placed in index-matching liquid, 
which considerably reduced the amplitude of the reflection 
from this point. Another example of backscatter measure­
ment, obtained from 2 fibres connected by a poor joint, is 
given in Fig. 15; the position of the joint is revealed by a 
reflection and subsequent loss of signal. The fibre following 
the joint has an interesting characteristic in that part of its 
length has a higher loss than the other, and this is shown by 
an increase in the slope of the graph. 

BREAK DETECTION 

The position of a break in an optical fibre can, in principle, 
be determined by measuring the time taken for a pulse of 
light, reflected from the discontinuity, to return to the trans­
mitter. However, should the fibre end happen to be immersed 
in a liquid with a similar refractive index, the amplitude of 
the reflection will be greatly reduced. A further reduction can 
be expected in the likely event of the broken end not being 
flat. However, from Fig. 13, it can be seen that, even if the 
reflection is eliminated, the break can still be located by the 
cessation of backscattered light from the body of the fibre. 
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REFRACTIVE-INDEX PROFILE 

MEASUREMENT: GRADED-INDEX FIBRES 

The mode dispersion in a fibre is critically dependent upon 
the refractive-index profile of the graded core. Consequently, 
detailed knowledge of this shape is necessary and a great 
deal of effort has been devoted to its determination. The 
measurement is difficult because the core is small (a typical 
radius is 30 µ.m) and the maximum refractive-index difference 
to be nleasured is about 0·01. In this case, most of the 
conventional techniques for refractive-index 1neasurement are 
unsatisfactory, and new approaches are necessary. 

One technique depends on measuring the power accepted 
by a fibre: either by n1easuring the power trapped inside the 
fibre12, or by nieasuring the power refracted outside the 
fibre13• Both niethods involve scanning a focused spot of 
laser light across the core of a fibre. In the first method, the 
power output from a short length of fibre is nleasured as a 
function of the input spot position. It can be shown14 that the 
power P(r) accepted at distance r from the centre of a multi­
mode fibre is given by 

P(r) 112(r) - n2(a) 
P(O) � n'(�'(a)' 

where a is the radius, 11 the refractive index, 11(0) is the axial 
index and n(a) is the cladding index. For the small index 
differences exhibited by optical fibres, this expression reduces 
to 

P(r) oc {11(r) - n(a)), 

showing that the power accepted at radius r is proportional 
to the local index-difference. This relationship only holds if 
all modes are excited equally. Unfortunately, this cannot be 
achieved without exciting a class of modes described as 
leaky. These modes gradually leave the fibre over distances 
which may range from millin1etres up to a kilometre or more, 
and necessitate a correction which makes an otherwise simple 
technique difficult and time consuming. 

This problem is avoided in the second technique shown in 
Fig. 16. Here, the scanned spot is arranged to overfill the 
NA of the fibre, which is immersed in a liquid of slightly 
higher refractive index than that of the cladding. This results 
in the presence of a hollow cone of refracted rays outside the 
fibre. 

The leaky rays are largely confined to the inner part of the 
cone and can easily be removed by a disc placed on the axis. 
The higher-angle rays in the outer part of the cone are 
collected by a lens and focused onto the detector. It can be 
shown that this power is proportional to n2(r) and the detector 
output gives a direct measure of the refi·active-index distri­
bution, without the need for a leaky-mode correction. A 
typical refractive-index profile is shown in Fig. 17. The central 
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FIG. l.6-Arrangen1ent of test equipment used to determine 
refractive-index profile 
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FIG. 17-A typical refractive-index profile of a silica CVD fibre 
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FIG. 18-View through the rear door of one of the test vehicles 

dip may vary in depth from fibre to fibre. This is a feature of 
fibres made by the CYD process, and is due to evaporation 
of dopant while the preform is being collapsed, 

At present, these measurements are made periodically in 
the laboratory for diagnostic purposes. With production 
fibres, such measurements will probably be confined to 
quality assurance laboratory tests. 

TEST VEHICLES 

Many of the measurements described in this article have been 
made along the roadside as well as in the BPO Research 
Centre. Principal among these are the determination of fibre 
loss and bandwidth. Two test vehicles have been equipped as 
mobile laboratories suitable for carrying out detailed investi­
gations into the transmission properties of installed optical­
fibre cables. 

The vehicles, one based on a forward-control Land Rover 
chassis and the other on a Leyland 30 cwt utility, are fitted 
out with benches, heating and lighting. Power is provided by 
2 kW petrol-driven generators carried in purpose-built 
trailers. Because, at the time of fitting out, no ruggedized 
optical equipment was available, the apparatus used was 
almost identical with the laboratory equivalent except that, 
where a choice existed, the unit with lower power consumption 
was preferred. Most of the equipment is bolted to the benches 
so that it is ready for work to begin shortly after arrival on 

site. Fig. I 8 shows a view through the rear door of one of the 
vehicles. 

Between Martlesham and Ipswich, a 20-pair copper cable 
was drawn in along the duct route of the fibre cable and fitted 
with connectors at each fibre jointing point. Loudspeaking 
telephones were used for communications between the vehicles 
and to the terminals. A direct exchange line was also available. 
In other circumstances, radios are used but these are much 
less convenient because they occupy at least one hand of the 
test operator. 

After nearly 2 years and an appreciable mileage, the test 
equipment has proved surprisingly reliable and robust. No 
serious failure has occurred. It is expected that further equip­
ment will be fitted in due course to provide more sophisticated 
diagnostic facilities. At the same time, portable, battery­
operated equipment is being developed for routine measure­
ment work and use outside Research Department. 

CONCLUSION 

This article has described methods for determining the most 
important transmission properties of optical fibres. Most of 
t h e  test equipment used has been of a laboratory standard 
but, with the experience gained during many measurements 
in the field, work is proceeding on the prototypes of simple 
and reliable test-sets for use in future optical-fibre cable 
installations. 
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Fitting PVC Ducts on ln-situ Cables 

D. F. PARSELL and T. E. MILLSt 

When Norfolk County Council decided to renew the deck 
of Roudham Heath Bridge, which carries the A 11 trunk road 
over the Ely-Norwich railway line, they started a chain of 
events which could produce consequences of great importance 
when the diversion of telecommunications plant is necessary 
because of road works. The bridge carries four 92 mn1 bore 
earthenware ducts: part of a 38 111 section between 2 surface 
jointing boxes. 

The Council planned, originally, to construct a new bridge 
and approximately 1 · 7 km of new carriageway adjacent to 
the existing bridge and carriageway. On completion of the 
new bridge, the existing carriageway was to be closed in order 
to reconstruct the deck of the old bridge, the structure of 
which was to be retained. It was agreed with the Council 
that the 4 ducts could be suspended for the 18 m between the 
bridge abutments while the redecking was carried out. The 
new section of carriageway and the new bridge were con­
structed according to plan and the road traffic diverted. 

About 2 months before redecking was to commence, the 
Council decided that it would be necessary to renew com­
pletely the old. bridge. This 111eant that the duct crossing the 
bridge would need to be suspended over a span of some 
60 n1, which included the whole 38 1n section of 4-way duct 
and approximately 11 m of 3-way niultiple duct and single 
duct of the 2 adjacent sections. The Council time scales 
did not allow work to be deferred to give time to divert the 
telecommunications plant to the ne\v hridgc. At a meeting 
between interested parties, it was decided that a suitable 
supporting structure could be erected to support safely the 
plant over the whole 60 n1 span. 

When the ducts over the bridge were uncovered, they were 
found to be encased in concrete. Since the concrete surround 
could not be supported, the concrete and duct were broken 
away carefully, leaving 7 main and junction cables exposed. 
The 2 jointing chambers were demolished and the 11 1n of 
duct of the adjacent sections were strapped to a supporting 
inember. A wooden box, lined with expanded polystyrene 
75-150 mm thick, was constructed around the whole length 
of exposed cables and supported by constructing a framework 
of L-angle iron and scaffold poles around it. This was then 
suspended on a catenary between 2 supporting towers, 

t Can1bridge Telephone Area. 

FIG. I-The duct zip, sh owing cable insertion 
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enabling the contractor to proceed with the task of den1olish­
ing the old bridge and constructing the new one. 

A decision had to be taken on how to restore protection 
to the cables once bridge rehuilding was complete. The 
possible methods considered for this were: 

(a) a trough on the bridge deck, 
(b) rectangular PVC trunking, and 
(c) PVC duct cut in 2. 

Methods (a) and (b) were rejected because of unsuitability 
for maintenance and because of difficulty with expansion 
joints and bending at the bridge exits. Whilst experimenting 
with method (c) it was found that the most satisfactory 
arrangement was a duct with a single longitudinal split. 

One further problem remained; how could the 7 cables be 
inserted into split PVC duct without damage? The possibility 
of a tool to insert the cables into the duct was suggested, and 
a tool was designed which consisted of 2 sets of V-rollers 
supported horizontally at each end of a bar. It was pushed 
along the split in the duct, with the cable passing over the 
leading pair of rollers, down into the duct between the 2 pairs 
of rollers and under the trailing pair (see Fig. I). Frotn a 
chance rcn1ark during testing, the tool became known as a 
duct zip. It had been intended to seal the split by applying 
adhesive and fitting securing clips at 1 m intervals. Such clips 
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arc n1ade by cutting a longitudinal strip about 50 111111 \Vide 
out of a length of the same type of duct and then cutting the 
duct into 60 1nn1 lengths. 1-lowever, follo\ving a suggestion 
by Telecon1munications Headquarters, it was decided that 
the sealing should be carried out with a specially-produced 
extruded H-section PVC strip, which proved a 1nuch easier 
and cleaner method. The operation at Roudham Heath, using 
these methods, proved a con1p\ete success. 

There was another bridge renewal which, if the method 
used at Roudham Heath could be employed, would shO\\' 
considerable saving over conventional methods by avoiding 
changing over some 10 400 cable pairs. However, the cables 
involved were 72 mm in diameter, compared with 41 mm at 
Roudham Heath, the latter being the maximum which 
could be accommodated by the duct zip. A second tool was 
therefore developed: the cabling forceps (see Fig. 2). 

Three or four cabling forceps are required to insert a large 
cable into a split PVC duct and the n1ethod of use is shown 
in Fig. 3. The cable is supported over the duct with the split 
uppermost; the first pair of forceps are opened by hand 
(Fig. 3 (a)), placed over the cable, closed (Fig. 3 (h)), and the 
jaws on the ends of the anns arc inserted into the split. When 
the lornmy-bar is rotated, the screw action raises the cross­
member up the can1s, which separate the jaws (Fig. 3 (c)). 
The procedure is repeated with a second pair of forceps 
approximately 450 mm along the duct in the direction of 
insertion. A third and, if necessary, a fourth pair, of forceps 
is- placed along the duct at further 450 mm spacings until 
the cable drops into the duct at the position of the first 
forceps. The forceps are then moved along the duct in a leap­
frogging n1anner until the cable is con1pletely inserted into 
the duct (Fig. 3 (d)). 

Book Review 

Beginners' Guide to Audio. I. R. Sinclair. Newnes-Butterworths. 
184 pp. 105 ills. £2 · 75. 

The book is presented in 7 essentially self-contained chapters, 
each of which encompasses one broad aspect of sound 
recording and reproduction suitably divided under sub­
headings. After a brief introduction to simple acoustics, 
Chapter 1 describes the mechanisms involved in recording 
sound, and includes the principles of niicrophoncs (with sonic 
examples), and the principles of disc and n1agnctic recording. 
Chapter 2 deals with the first stage of reproduction, and 
covers turntables, pick�up cartridges, cassette replay, and 
broadcast reception. This chapter also has a useful resume 
of the problems associated with reproduced sound, especially 
noise and distortion. A short account of in1pedances and 
matching is included. The next 3 chapters are concerned with 
the an1plifying chain: voltage amplifiers, equalization (tone 
controls and filters), and output stages. Chapter 6 exan1ines 
the problems and limitations of loudspeakers and, \Vith the 
help of several photographic examples, describes the various 
types of loudspeaker systems in use. The final chapter 
summarizes the various systems in use: 2-channel-disc, tape­
and-radio, discrete and matrix 4-channel working, Hafter, 
and a description of Dolby and dbx noise-reduction methods. 
A somewhat sketchy index completes the book. 

The description of voltage amplifiers in Chapter 3 contains 

(a) (b) (c) 

�CABLING FORCEPSd 

===@ ----� 

(d} 

,.,----GABLE 
' 

SPLIT DUCT (l, 

F10. 3-Cable insertion using forceps. 

The principle of both tools is that the cable passes into the 
duct, in the slot that traverses its length, under the action 
of the tools. The duct zip is fast in operation but is limited 
to s1naller cables; the cabling forceps arc slower to use but 
can deal with any cable size. Both tools have been used many 
tin1es, and development is proceeding to n1akc thcn1 available 
for general use. 

too 1nuch unrelated detail and unnecessary mathematics, and 
is unsuccessful in a book of this type. It \vou\d have been 
better \'tritten in a sin1ilar manner to the chapter on output 
stages, in which the descriptive text is well supported by 
skeleton circuit diagrams used as examples. 

With the exception of Chapter 3, the book provides a 
sound descriptive background on most aspects of sound 
reproduction, and almost lives up to its title of a "beginners' 
guide" which requires no previous knowledge of electronics 
or audio; the scope of the subject is perhaps a little too 
a1nbitious to be entirely successful in this attempt. The 
accuracy of the text is generally good, although there are a 
few errors (for example, the description of the need for pick­
up side-thrust correction is incorrect), and son1e incon­
sistencies (for example, while one chapter rejects integrated 
circuits for high-quality audio systems because they are 
noisy, another chapter does so because of problems of 
consistent production, and nowhere are other problems, such 
as transit time, mentioned). The text is not always well served 
by the accon1panying diagrams, some of which are quite 
confusing; the photographic illustrations, however, arc very 
useful. 

The author avoids the pitfall of being influenced by present 
fashion, while providing at the same time a prCcis of most 
current trends, although the omission of any mention of 
digital methods is disappointing. 

I. H. B. 
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National Synchronization Reference Clock 

W .  BUNN, B.sc.t 

UDC 621.395.74: 621.J95.J45: 621.J95.66 

In an integrated di'gital tra11sn1issio11 and switching network, the ti111ing of the nudtiplexing and switching 
functions 11111st be controlled to a great accuracy. The BrUish Post Office will adopt a synchronized 111ethod 
of contro/ for its proposed network of digital transniission and switching syslen1s. This article describes the 
operation of the reference clock that will he used as an absolute reference standard for sy11chro11izatio11 of 
the UK integrated digital network. 

INTRODUCTION 

In the British Post Office (BPO) proposed integrated network 
of digital trans1nission and switching systcn1s, the trans­
mission and switching rates will be governed by the frequency 
of quartz crystal oscillators, contained in the secured tin1ing 
units (TUs) of the digital-switching exchanges. To ensure that 
the mean frequency of the exchange TUs is the same, it is 
proposed to synchronize the1n via the 2·048 Mbit/s digital 
line links, as described in a previous article.1 Unfortunately, 
the natural frequency of a quartz oscillator drifts away from 
its non1inal value as the oscillator ages; thus, the frequency 
of a network of synchronized oscillators will drift unless the 
network is locked to a frequency source that has an acceptable 
n1argin of accuracy and reliability. 

The CCITT* recommendations2 on plesiochronous work­
ing over digital international routes require that the absolute 
frequency of a national network shall be niaintaincd within 
± 1 part in 1011; if recon1111endations are made with regard 

to international synchronization, a high-accuracy frequency 
reference will be required at a digital international switching 
exchange in each country. 

To 1neet the CCITT reco1nn1endations, the BPO has decided 
that its reference frequency source will be provided by a 
caesiu1n-bean1 prin1ary-frequency standard. This can be 
achieved by locking the network to one or n1ore caesiu1n 
standards located at n1ain switching centres, or by using the 
off-air frequency standards provided by the National Physics 
Laboratory (transmitted from the BPO radio station at 
Rugby). 

Among the disadvantages of off-air trans1nissions arc that 
the short-term stability is poor (particularly at sunrise and 
sunset) and that the transn1issions are not continuous. The 
main disadvantages of a caesiun1-bean1 frequency standard 
are poor reliability and a long mean-tin1e-to-repair (the latter 
because the caesiu1n standards are of foreign nianufacture 
and their complexity of design requires then1 to be returned 
to the nianufacturer for repair). However, it was decided to 
provide the UK network with caesium-bean1 frequency stan­
dards and to overcon1e their poor reliability by replication. 

OPERATION OF A CAESIUM-BEAM FREQUENCY 

STANDARD 

All clocks work on the basis of counting a regular periodic 
phenomenon. In the case of atomic frequency standards, 
certain atoms undergo transitions between well-defined 
energy states and, as a result, they emit or absorb energy in 
the form of an electromagnetic wave whose oscillation 
frequency depends upon the structure of the atom and the 

t Research Department, Telecommunications I-Ieadquarters 

"' CCITT-International Telegraph and Telephone Consultative 
Committee 
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difference in energy between the 2 states concerned. The 
element comn1only used is caesiun1, which is a soft yellow 
element with a nielting point of 28 ·4°C. 

In 1967, the Thirteenth General Conference of Weights 
and Measures related this emission or absorption to absolute 
time, and so adopted the atomic time scale. The second was 
defined as, the duration of9192 631 770 periods of the radiation 
correspo11di11g to the transition between the 2 hyperfine /e11e/s of 
the ground state of the caesb1111 133 ato111. 

The basic unit of a frequency standard of this type is the 
caesiun1�beam tube, which selects the desired transition and, 
at the san1c time, nlinin1izes any external environmental 
effects on the selection mechanisn13• 4• A block diagram of a 
typical caesiu1n-bea1n tube is shown in Fig. 1. 

A small reservoir of caesiun1, heated to about 100°C, 
forms a jet of atoms which is focused into the air gap of a 
selecting niagnet. The aton1s behave like tiny magnets, and 
their orientation is dependent on theirenergy state. The state­
selector n1agnet is positioned to deflect the aton1s that are in 
the required energy state into a cavity, where they are excited 
by an electromagnetic field created by an injection frequency. 
The electron1agnetic field induces some aton1s into other 
energy states and a second state-selector magnet deflects into 
a detector those aton1s that have undergone the required 
transition. The detector output current is proportional to the 
nun1ber of atoms that have undergone the required transi­
tion in energy, and is at a n1aximun1 when the injection 
frequency corresponds exactly to the desired transition of the 
caesiun1133 atom. To separate the various possible transitions 
between the magnetic hyperfine levels, the cavity is placed in 
a uniform magnetic field (which is screened fron1 the influence 
of external fields, either terrestrial or parasitic). 

The output current from the caesium-beam tube is used in 
a control loop to control the frequency of a high-quality 
quartz oscillator fron1 which the injection frequency is 
derived. A block diagran1 of the control loop is shown in 
Fig. 2. In addition to providing a 5 MHz output signal, the 
quartz oscillator also drives a synthesizer and a modulator. 
The synthesizer produces a 12·63 MHz signal from the 

t - 9192-63177 MHt I 

FIG. 1-Block diagram of caesium-beam tube 
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FIG. 2-Block diagram of a caesiu111-bean1 frequency standard 

5 MHz source. The inodulator adds 137 Hz frequency 
modulation to the 5 MHz source. The outputs from the 
synthesizer and modulator are multiplied and mixed to give 
the required 9192·63177 MHz caesium-beam tube injection­
frequency, which is frequency modulated at 137 Hz. The 
characteristics of the caesium-bean1 tube are such that the 
beam current has maximum and minitnum values depending 
upon the applied injection-frequency, and these variations 
are shown in Fig. 3(a). 

When the caesium-beam tube input signal is exactly at the 
caesium reference frequency, the 137 Hz modulation on the 
input signal produces a second-harmonic component of 
274 Hz on the caesiu1n-beam tube output current, as shown 
in Fig. 3(c). If the injection frequency is above or below the 
peak caesium resonance frequency, the beam current output 
contains 137 Hz con1ponents, as shown in Figs. 3(b) and 
3(d). The amplitudes and phases of these components are 
used to determine the correction needed to control the original 
5 MHz oscillator to zero frequency error. The beam current 
is filtered into its 2 components and amplified. The amplified 
137 Hz con1ponent is synchronously den1odulated in the 
phase detector to produce an average DC signal, whose 
amplitude is proportional to the amount of frequency error 
and whose polarity indicates whether the frequency is high 
or low. This error voltage is applied to an integrator circuit, 
which produces a control voltage to maintain the 5 MHz 
quartz oscillator precisely on frequency. 

The caesium-beam tube output-current shown in Fig. J(a) 
has a symmetrical primary peak with unsymmetrical 
secondary peaks on either side. The output current is 
monitored and, if the control loop is operating on a secondary 
peak, the DC balance is destroyed and an alarm signal raised. 
Additional monitoring circuits check continuously for correct 
operation of the control loop, and virtually all single faults 
can be detected and alarmed. 

SECURITY 

Having established a requirement to maintain the absolute 
mean frequency accuracy of the BPO synchronized network 
to I part in 1011 by using caesium standards as a reference 
source, the problem of reliability arises. The operational 
departments of the BPO have stated that the mean-time­
between-failures (MTBF) of the frequency reference should 
be in excess of 100 years. However, performance data from the 
manufacturers of caesium standards indicate that the MTBF 
of a single caesium-standard is of the order of 5 years. Therefore, 
n1ore than one standard unit will be required to achieve the 
desired reliability. A further problem arises in that, since a 
caesium-beam frequency standard is a highly sophisticated 
piece of equipment and because the quantities required within 
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FIG. 3-Relationship between caesium-beam current and injection 
frequency 

the BPO network are small, it is probable that they will be 
sent back to the manufacturer for repair. This will result in a 
long mean-time-to-repair (MTTR) because both manufac­
turers are foreign and have repair facilities in Switzerlanp 
for -UK instruments. Including the reliability testing period 
required by the manufacturer after the repair, a MTTR of 
4 weeks or more could result. 

These considerations indicate that at least 3 caesium 
standards will be required in the network. There are several 
ways in which the caesium standards could be configured in 
the network: 

(a) Each caesium standard could be located in a different 
digital switching centre serving a particular region of the 
BPO network. The network could then be split into 3 
synchronous reg�ons connected by plesiochronous links. In 
the event of any one caesium standard failing, synchroniza-
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tion links in the region served by that standard would need 
to be reconfigured to synchronize to either of the other 
regions. This arrangement would require fairly-con1plex 
automatic, or 111anual, change-over facilities. 

(b) The outputs of the caesium standards could be syn­
chronized via digital links to fonn a con1pletely synchronous 
network; this would require the development of special 
synchronization equipment and reliability would be dependent 
on the continuity of the Jinks. 

(c) All 3 caesium standards could be sited in the same 
exchange and secured locally. The network would then have 
only one reference, which would have a high MTBF. The 
disadvantage of this method is that there is no protection 
against catastrophic loss of the reference. 

The BPO has decided to adopt the nlcthod whereby all 
3 caesiun1 standards will be situated in the san1e exchange, 
and a standby reference will be provided elsewhere (for use 
in the rare event of the niain reference being destroyed). This 
method avoids the development and provision of a special 
synchronization equipment, or equipment necessary to 
reconfigure the network. The 3 caesiu1n standards are to be 
built into a secured reference-clock, which will provide an 
output to maintain the TU of the parent exchange at the 
correct frequency and thus provide an absolute frequency 
reference for the national network. The caesiun1 standards 
will be used in a work and stand-by n1ode, with triplicated 
change-over switches feeding triplicatcd links into the 
synchronization utility (SU) and the TUs of the digital 
exchange. This method of working will ensure that the 
reference clock has a MTBF well in excess of 100 years. 

REFERENCE CLOCK 

The basic elements of the reference clock are shown in Fig. 4. 
The caesium-bca)TI frequency standard provides the pri1nary 
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reference frequency of 5 MHz. However, the synchronization 
systen1 requires a reference frequency at the fundamental 
digital line rate of 2 · 048 MHz, or a multiple thereof. A 
frequency synthesizer is therefore used to generate an 
8 · 192 MHz square wave, which is locked to the 5 MHz 
output from the caesium-beam frequency standard using a 
phase-locked loop. The outputs fro1n the 3 frequency syn­
thesizers are connected to each of 3 change-over switches; 
each change-over switch can connect one of the working 
inputs to a 32-channel frame generator and a link-control 
unit. The change-over switches monitor their own inputs and, 
if the selected input fails, they automatically switch to the 
next working input. Change-over can also be initiated by 
alarm circuits within the caesium-bean1 frequency standard, 
the frequency synthesizer, or the frequency comparator. The 
inputs to the change-over switch are not phase locked and, at 
change-over, a maxin1u1n phase discontinuity of 61 ns can 
occur in the outputs. The 8 · 192 MHz signal is divided down 
to 2·048 MHz; the effect of a phase discontinuity error on 
the divided waveform is that the next transition after change­
over can be up to 61 ns early or late with respect to where it 
would have been had a change-over not been necessary. 
Each change-over switch n1onitors the other 2 change-over 
switches and, if it is not working on the san1e output as the 
others, its output is inhibited. A nlanually-operated switch is 
provided to enable the output fron1 each change-over switch 
to be selected nianually. If a change-over switch fails, this 
manual facility allows a replacement change-over switch to 
be brought into step with the 2 other change-over switches. 

Because 3 change-over switch outputs are each connected 
to a 32-channel fran1e generator and a standard link-control 
unit, it is not necessary for the outputs to be phase-locked, 
although they norn1ally are. The fran1e generator uses the 
2 · 048 MHz signal to generate a pulse-code modulation (PCM) 
signal that is in accordance with the CCITT recon11ncnded 
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forn1at. This signal is applied to a standard link-control unit, 
replacing the signal that would have come fron1 a digital 
switch in a non-reference exchange. This link-control unit 
interworks with an identical unit associated with the exchange 
SU (sec Fig. 4). At the SU, the only difference between the 
links fro1n the reference clock and those normally going to 
the SU are that they do not carry traffic and, therefore, they 
do not pass to the digital switch. Instead, they are connected 
to a digital-switch si1nulator in -the SU, \Vhich generates the 
2·048 Mbit/s PCM fonnat necessary to provide the fran1ing 
signal. The synchronization control links between the 
reference link-control units arc unilateral and are the only 
effective links controlling the exchange 1·u. A detailed 
description of how the link-control units interwork to 
derive control signals for a TU has been given in a previous 
article1 in this Jot1rna/. 

The reference-frequency con1parator con1pares the outputs 
from the 3 frequency synthesizers. An alarn1 signal to the 
change-over switches is raised if the frequency difference 
between any one output and the other 2 outputs exceeds one 
part in 1011; this provides a further check to that carried out 
within each caesiun1 standard. 

THE EFFECT OF REFERENCE CLOCK FAILURE 

Failure of the reference clock \viii have little effect upon the 
synchronization of the network other than to cause a small 
phase change in the TU signal output. Ho\vever, assun1ing 
that the frequency of TU oscillators will vary with age and 
that such variations arc randon1ly distributed, in the \VOrst 
case when the reference-exchange TU is scheduled to be 
retuned (that is, when it is 0·61-Jz off frequency), a total 
reference failure could cause 50% of exchanges to experience 
an oscillator change-over. If all 3 oscillators of a particular TU 
age in the opposite direction to that at the reference exchange, 
then 2 consecutive change-overs will be experienced because 
none of the oscillators will be within 0 · 6 Hz of the new 
reference. However, the exchange should not lose syn­
chronisn1 because the SU has a control range of 2 Hz, but all 
oscillators will be indicated as faulty and a pron1pt alarm 
will be raised. The effect of 1nultiple change-overs can be 
reduced if a third caesium-standard failure is anticipated by 
retuning the reference-exchange TU oscillators n1ore often 
once 2 caesiu1n-standard failures have occurred. In this case, 
when all 3 caesium oscillators have failed and the TU be­
con1es the reference for the network, it will be nearer the 
absolute frequency. 

Following a reference clock failure, a second disturbance 
in the system occurs when the reference clock is restored; the 
effect on the synchronization of the network will depend 
upon the length of tin1c that the reference clock has been out 
of comn1ission. The time taken for the frequency of TU 
oscillators to drift 0·6 Hz is about 15 months. Assu1ning a 
random distribution of the ageing effect of TU oscillators, 
then in 4 weeks (which is the time it is anticipated it will take 
to repair a caesium standard), even if all the TU oscillators, 
age in the same direction, 7 % of the TUs will experience a 

change-over when the reference is reinstated and approxi­
mately 2 % will have activated a pron1pt alarm, since all 
oscillators will require retuning. But, again, synchronism 
should he maintained. The effect of reinstating the reference 
clock can be reduced considerably if, as has been suggested, 
the network is reconfigured to be synchronized to a standby 
reference when it is known that the main reference will be out 
of service for an extended period. 

For international working, the n1axin1um recommended 
slipt rate is I slip per 70 d. On failure of the reference clock, 

t Slip-An aberration of the timing processes associated with 
the transmission or switching of a digital signal resulting in an 
unwanted loss or gain of a time slot or of a set of consecutive time 
slots 

the slip rate may increase to l slip per 6·4 n1in (\vhen the 
reference exchange TU is 0 · 6 Hz off frequency); this repre­
sents a 1naxin1u1n frequency inaccuracy of 3 parts in 107• This 
inaccuracy \viii increase \vhile the reference clock is out of 
com1nission, due to the ageing of the TU oscillators. 

PERFORMANCE OF INTERNATIONAL CIRCUITS 

International links will operate in a plesiochronous 1nanner 
with a frequency inaccuracy not grF:ater than 1 in 1011 and 
slips will occur at international boundaries, even when the 
national networks are synchronous. The maximun1 rate at 
which these slips will occur over any one link is once every 
70 d. 

It has been suggested5 that the effect of slips on custon1er 
service is tolerable provided that the slip rates do not exceed 
300 slips per hour for telephony circuits and 3 · 5 slips per 
hour for data applications. It is obvious that there are several 
orders of n1agnitude in hand before any intolerable effect 
would be noticed. Even under rare fault-conditions when the 
reference exchange in the UK drops back to an inaccuracy 
of 3 parts in 107, slips occur only every 6·4 min. 

When the effects of these slips are compared with other 
transmission i1npairn1ents which cause errors, they appear 
insignificant as they contribute an error rate better than 1 in 
1010 over an hypothetical reference circuit, con1parcd with a 
design objective of 1 in 105. 

Despite these con1parisons, it is necessary to ensure that the 
design of the reference clock will pennit the introduction of 
international synchronization at a later date in the even­
tuality of a significant i1nproven1ent of the other paran1eters 
affecting service to custon1ers. At the CCITT, both the 
Gcnnan ad1ninistration and the BPO have put forward 
proposals for nlutually synchronizing the reference clock 
frequencies based upon their respective national proposals, 
should the requirement arise. 

Since it is not desirable to control the frequency of the 
caesiurn standards then1selves, the BPO proposals include 
the use of a phase n1icrostepper between the outputs of the 
cacsiun1 standards and the frequency synthesizers; this would 
enable the phase of the 5 MHz output to be advanced or 
retarded at regular intervals under the control of an inter­
national SU. Suitable n1aximun1 parameters would be a 
phase change of 2 ns every 100 s to control a possible 
inaccuracy of l part in 1011 in the reference frequency. 

SUMMARY 

A description of the proposal to refer the national syn­
chronous network back to a reference clock containing 
caesium aton1ic standards has been given. This article has 
also included a brief description of the caesium atomic 
standard, the reference clock and associated security con­
siderations. The effects caused by the failure of the reference 
clock have been discussed both with regard to the national 
and international networks. 
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The Associate Section National Committee Report 

ANNUAL CONFERENCE 

The annual conference took place at the Technical Training 
College, Stone, on Saturday, 20 May. We were very happy 
to have in attendance as an observer Mr. R. Farr, the new 
secretary of the Institution. 

NATIONAL TECHNICAL QUIZ FINAL 

The 1977-78 National Technical Quiz final took place at the 
Institution of Electrical Engineers on 28 April. The finalists 
this year were the Technical Training College (TIC), Stone, 
and London Telecomn1unications Region, East Tele� 
phone Area. After an exciting battle, the TTC drew away and 
ran out winners by 39-! points to 31f. The Bray Trophy was 
presented to the captain of the winning team, Mike Haynes, 
by Mr. J. S. Whyte, Senior Director of Development of the 
British Post Office and President of the IPOEE. 

NATIONAL PROJECT COMPETITION 

Because of the lack of entries for the proposed Project '78 
Con1petition, A No1'el Use for Alternative Energy Sources in 

Associate Section Notes 

AYR CENTRE 

The Centre \Vas re-established last year by volunteers who 
accepted the various offices on a temporary basis until an 
annual general meeting could be convened. An enthusiastic 
recruiting campaign was quickly undertaken to put the Centre 
on a firm footing and membership has trebled during the 
year. Following the annual general meeting, when officers 
were elected on a more permanent basis, the Centre affiliated 
to the National Committee and is maintaining close contact 
with the other Scottish centres. 

Centre activities have included a lecture on Video Tape­
Recordiug by a representative of Phillips Electrical and an 
ambitious program1ne of visits to such diverse establishments 
as Killoch colliery where, at 620 ni below the surface, the 
method of long-\vall working was shown, and Hunterston 
nuclear power generating station. A tour of a container ship 
at the Grecnock terminal and another of the Volvo truck 
assembly plant at Irvine also proved most interesting to 
members. 

R. GLEN 

BOURNEMOUTH CENTRE 

During the 1977-78 session, the response to some of the visits 
and activities has not been as great as may have been hoped. 
Some of the interesting new venues visited included the new 
ambulance centre at Winchester and, also at Winchester, the 
Hampshire police gave us a most interesting and enjoyable 
evening when we visited their headquarters. 

A visit to the Motor Insurance Repair and Research Centre 
at Thatcham included an interesting talk about motor in­
surance and what is being done to achieve the moreeconon1ical 
repair of vehicles and greater efficiency in carrying out this 
work. This was followed by a tour of one of the most up­
to-date vehicle workshops in the country and, at a later date, 
by some film material from the Government's Road Research 
Centre. A visit to Plessey, at Poole, was of interest to all 
sections of the membership, with products for telecom­
munications and postal mechanization being of special interest. 

The quiz team were successful up to the Regional final 
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the Post Office, the General Purposes and Finance Committee 
decided that a more realistic project should be put 
forward. Therefore, the new project is: Design a Telephone 
Co111bhii11g the Maxi11111111 Ntonber of Fac;/Uies for Use by 
Disabled Custon1ers. The instrument must be recognizable as 
a telephone and should need no add-on parts. Anyone 
interested in entering the competition should contact the 
project organizer as soon as possible, \Vith a letter of intent, 
to ascertain whether he is still able to accept entries. The final 
date for models of instruments to be available for adjudica­
tion is 30 Noven1ber 1978. 

PRESENTATIONS OF AWARDS 

On the ·occasion of the National Quiz final, presentations 
were made of the Cotswold Trophy, awarded annually to 
the centre adjudged to have best furthered the ain1s of the 
Associate Section of the Institution, to the Colv.·yn Bay Centre 
and of the E. W. Fudge Trophy, awarded annually to the 
winners of the project competition, to the Sheffield Centre 
for their film A1(1ke So111co11e Happy. The film was then shown 
and thoroughly enjoyed by the audience. 

M. E. DIBlJEN 
General Secretary 

where, after a close and interesting contest, a half-point 
difference kept the Regional trophy fro1n us. 

At the annual general meeting, the following officers and 
committee were elected for 1978-79. 

Chain11a11: J. Dyn1ott. 
Vice-Chain11an: B. Fielder. 
Secretary: B. Smith. 
Treasurer: J. Hancock. 
Assistant Secretary: M. Newman. 
Co111111ittee: J. V. Woodland, D. Y. Kent-Smith, S. Jeffrey, 

M. B. Smithers, R. H. Ough, J. Kelsall and T. R. Keyts. 
B. SMITH 

COLWYN BAY CENTRE 

The twenty-fifth anniversary nieeting of the Centre was held 
on 14 April at the Royal British Legion Club, Llandudno. This 
\Vas the most convenient date, although the actual founding 
date was 19 January 1953. The subject chosen was the aircraft 
Concorde. The lecture was given by British Ainvays' staff: 
Mr. R. A. R. Wilson on the first 2 operational years of the 
aircraft, with aspects of navigation and communication, and 
Mr. D. V. Pettit presented films, including a fine new pro­
duction, Supersonic Ac!iieveu1e111, which handled the pro­
gression of development of aircraft up to Concorde very well. 
The meeting was attended by 140 members, from both the 
Senior and Associate Sections, and guests. The vote of thanks 
was given by the President, Mr. K. E. Stotesbury. A focal 
point of the meeting was an exhibition called ITT and Art, 
being a selection of art works commissioned by the Inter­
national Telephone and Telegraph Corporation, since art is 
communication in its highest form. A commemorative booklet 
was produced for the occasion in \vhich there were contri­
butions fron1 several previous speakers of note. Concorde 
was the obvious choice for a cover symbol, with the hope, 
too, that the Centre might have a bright future. 

Last year, the Centre was adjudged to have been the centre 
best furthering the aims of the Associate Section. As a conse­
quence, I was honoured to receive, on behalf of the Centre, 
the Cotswold Trophy. A fitting clin1ax to our first 25 years. 

E. DOYLERUSH 



EDINBURGH CENTRE 

Our November meeting was a talk from Mr. S. Duncan, 
Technical Officer, Edinburgh Telephone Area, on Stored 
Progra111 Control (SPC). Using a working exchange, we were 
given a practical demonstration of the facilities of SPC, and 
the members present maintained a steady stream of questions. 
Only 6 members and one visitor attended our December visit 
to Anderson's Woollen Mill, at Galashiels. We were treated 
to a colourful display of the construction of our famous 
Scottish tartans and were shown how the Jabour force has 
been reduced since new type looms were introduced. 

Our first lecture of 1978 was a combined talk from Mr. 
F. M. Willison, Head of Maintenance (Field and Exchange) 
Division, and Mr. J. Brien, Head of External Planning 
Division, both fro1n the Edinburgh Telephone Area. They 
descrihed their own duties and responsibilities, and explained 
many aspects of financial control. This was an excellent talk 
and 38 members were present. Requests have already been 
received for further talks of a similar nature. 

Seventeen members were treated to a very descriptive talk 
on Metal O;·dde Silicon Transistor (MOST) Type Translators 
by Mr. G. W. Applebe from Scottish Telecommunications 
Board headquarters. With the aid of slides, our speaker ex­
plained the facilities of MOST translators, and his obvious 
enthusiasm for the equip1nent was passed on to all present. 
This talk was well enjoyed and was highly commended. 

J. L. M. ALEXANDER 

GLASGOW CENTRE 

The 1977-78 session in now behind us, and \Ve enjoyed a full 
programme. 
October 1977 External Pla1111i11g and Works by Mr. A. Scott, 
Head of External Planning Division, and Mr. A. McNab, 
Head of External Works Division, both from the Glasgow 
Telephone Area. 
Noven1ber 1977 The Changing Pattern of the Post Office by 
Mr.·A. Kerr, Deputy General Manager, Glasgow Telephone 
Area. 
December 1977 The History and Work of the Ordnance 
Survey Depart111e11t by Mr. D. Toft, Ordnance Survey Depart­
ment, Edinburgh. 
January 1978 Visit to Black and White Whisky bottling 
plant, Stepps. 
February 1978 Post Office Date! Services by Mr. A Cruik­
shank, Technical Officer, Glasgow Telephone Area. 
April 1978 Science, Electrons and the Post111a11 by Dr. 
Magnus Pyke, o.n.E. 

We have been involved, along with other Centres in 
Scotland and members of the Senior Section, in restoring 
items for the proposed Scottish IPOEE museun1 at Morn­
ingside old telephone exchange, Edinburgh. To gain some 
experience in preparing and setting-out a n1useum, it was 
decided, by the museum committee, to attempt an exhibition. 
This was embarked upon and resulted in a 3-week Telephone 
Exhibition during the Edinburgh Festival which was attended 
by some 1300 members of the public. We are indebted to 

Notes and Comments 

CORRECTIONS 

In Notes and Con1111ents, published in the January 1978 issue 
of the POEEJ, the graphical symbol shown on p. 63 for the 
NOT function was in fact the symbol for the NOR function. 
To clarify the position the symbols for both functions are 
reproduced below. 

Jn the !POEE Institution notices on p. 64 of the April 1978 
issue, under the sub-heading /11stitution Ties, the telephone 
number of Mr. Foster was incorrect. The correct number is 

Mr. Tapper and his staff from the Telecommunication Head­
quarters exhibitions group for their assistance and the air of 
professionalisn1 that their stands and items added to our 
exhibition. 

For the first time we managed to enter a team in the National 
Quiz Competition where we were successful against Dundee 
in the first round but beaten by Edinburgh in the second 
round. 

Our youngest Centre in Scotland (Stirling) has been in 
existence for some 8 years. During that time, John Hannah 
has been their secretary and was also one of the first delegates 
from Scotland to the Associate Section National Committee. 
In 1975, John was nominated for the chairmanship of the 
National Committee and continued in that office until 1977. 
lt was with great pleasure that, on behalf of the National 
Con1mittee, I was asked to present, to John, a certificate of 
honorary n1en1bership of that comn1ittee. Our congratulations 
go to John on receiving this recognition of his services, along 
\Vith our thanks and good wishes for the future. 

R. I. TOMLINSON 

NOTTINGHAM CENTRE 

For the third year running, our quiz tean1 reached the Midland 
Region final; this year by defeating Derby in the first round 
and Technical Training College, Stone, in the semi-final. The 
latter competition was played via landline and resulted in a 
38 to 37-! points win. 

In January, members were entertained with a talk on 
Ho111e Wine111aking given by Domini Gregory. A lot of 
interesting information on the bureaucratic hurdles which 
have to be surmounted when producing wine commercially 
was passed on, together with samples of the wines. 

One of our members gave an illustrated talk, in February. 
entitled The Re-birth of the Great Central Railway. At the end 
of the evening, those present were l�ft with a greater insight 
into the problen1s to be faced when preserving a working steam 
railway. 

The final visit of the year was in April, to the East Mid­
lands Airport. After looking at the customs area and the 
fire appliances we had a talk on the airport and, finally, a 
walk through a Viscount aircraft. 

M. RUSH 

SALISBURY CENTRE 

The Centre's recent programme has consisted principally of 
rounds in the National Quiz. We were victorious in the 
Regional competition by defeating Exeter, Gloucester and 
Bournemouth and received the Centenary Trophy from the 
Regional Director, Mr. Trevor Urben. The team represented 
South West Region in the first round of of the National 
Quiz where it was defeated by Ballymena. 

The petrol shortage and inclement weather unfortunately 
prevented many members fro1n joining the trip to the Daily 
Mail in London; however, more nie1nbers were able to visit 
Oldbury-on-Severn nuclear power station. 

D. J. TODD 

01-272 1422. The editors apologise for any inconvenience 
caused. In the list of retired 111embers Mr. J. Chesbrough 
should read Mr. J. Chisbrough and Mr. M. G. Gray should 
read Mr. H. G. Gray. 

NOT NOR 
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PUBLICATION OF CORRESPONDENCE 
The Board of Editors would like to publish correspondence 
on engineering, technical or other aspects of articles published 
in the Journal, or on related topics. Letters of sufficient 
interest will be published under Notes and Comments. 

Letters intended for publication should be sent to the 
Managing Editor, The Post Office Electrical Engineers' Journal, 
NP 10.1.4, Room S 08, River Plate House, Finsbury Circus, 
London EC2M 7L Y. 

Institution of Post Office Electrical Engineers 

CHANGE OF SECRETARY 
The Council of the Institution has approved the appoint111ent 
of Mr. R. E. Farr as Secretary in succession to Mr. A. B. 
Wherry. 

Mr. Wherry was appointed Secretary in 1967 and, during 
his period of office, rose fron1 Senior Executive Engineer to 
his present position as Chairn1an of the North West Tele­
con11nunications Board. It is a n1easure of his interest in, and 
devotion to, Institution affairs that he has carried out the 
duties of Secretary for so long in the face of increasingly 
onerous official responsibilities. 

Mr. Farr (not to be confused with Mr. B. Farr, Secretary­
Treasurer of this Journal) is in Network Planning Depart­
n1ent at Teleco1nmunications Headquarters. His address is: 
NP 8.3.2, Roon1 S 04, River Plate House, Finsbury Circus, 
London, EC2M 7L Y; Tel.: 01-432 1954. 

INSTITUTION FIELD MEDAL AWARDS, .1976-77 
Field Medals tnay be awarded annually for the best papers on 
field subjects, pritnarily of Regional interest, which have been 
read at meetings of the Institution during the preceding 
session. Fjeld Medals have been awarded for the 1976-77 
session to Mr. G. F. Alton for his paper Security Aspects of 
Teleconununications Buildings in Northern Ireland, and to Mr. 
N. F. Hatton for his paper Develop1ne11t of the Q-Type 
Standard Building. 

ASSOCIATE-SECTION PAPER AWARDS, 1976-77 

Although prizes inay be awarded for the best papers pre­
sented by members of the Associate Section of the Institution 
during the preceding session, there has been a very limited 
response in recent years. Only one paper, Air Disaster by 
Mr. N. V. Clark, Technical Officer, London Centre, was 
submitted for consideration for the 1976-77 session awards, 
and Mr. Clark has been awarded a prize of £10 and an 
Institution Certificate. 

HONORARY MEMBERSHIP 
Messrs. E. W. Fudge and C. T. Lan1ping have bcyn elected 
to Honorary Membership of the IPOEE in recognition of 
their past services to the Institution. 

IPOEE CENTRAL LIBRARY 

R. E. FARR 
Secretary 

The follo\ving books have been added to the IPOEE Library 
since the publication of the 1974 Library Catalogue. Any 
member who does not have a copy of the catalogue can 
obtain one fron1 the Librarian, IPOEE, 2-12 Greshan1 Street, 
London EC2V 7AG. Library requisition forms are also 
available fron1 the Librarian, fro1n Honorary local secretaries, 
and fron1 Associate Section local-centre secretaries and 
representatives. 

5240 Beginner's Guide to Integrated Circuits. I. R. Sinclair 
(1977) 

A basic book which covers the principles, construction and 
uses of integrated circuits. 
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5241 Beginner's Guide to Do111estic P!t11nbi11g. E. Hall (1977) 

Aitned at the practical householder, this book covers its 
subject in sin1ple and straightfonvard language with nun1erous 
illustrations. 

5242 Co1n1nu11icate: Parki11so11's Fonnula for Business 
Surl'ii'al. C. N. Parkinson and N. Rowe (1977) 

The innovators of Parkinson'.�· Law investigate con1rnuni­
cation bet\veen the various groups involved in business, and 
find it sadly lacking. Their forthright vie\vs on the subject are 
outlined. 

5243 Electronic Meters: Techniques and Tro11bleshooti11g. 
M. Ritter-Sanders (USA, 1977) 

A practical guide to locating trouble in niodern electronic 
equiptnent, using electronic 111eters as an aid. 

5244 A Practical !11trod11ctio11 to Electronic C'ircuits. M. 
Jones ( 1977) 

Written for the reader \Vith a knowledge of sin1ple electric 
circuits, the book progresses from basic concepts to the latest 
building blocks. Copiously illustrated, it contains sufficient 
inforn1ation to enable those so inclined to construct and test 
their own circuits. 

5245 Power-transistor and TTL !11tegra1ed Circuit Appli-
cations. Editor: B. Norris (USA, 1977) 

This book covers a wide spectrun1 of seiniconductor-device 
theory and application, divided into 4 sections: triacs, 
thyristors and unijunction transistors; power transistor 
applications; audio circuits; the use of TTL integrated circuits. 

5246 Tele11isio11 Video 1/·a11s111issio11 A1eas11ren1e111s. L. E. 
Weaver (1977) 

Operational techniques for nieasunng the various distortions 
on video signals are given. Attention is focused on the 1nost 
basic measuretnents, with particular reference to the handling 
of colour signals. 

5247 The White Noise Book. M. J. Taunt (1974). 

This book covers n1ulti-channel communication systems and. 
white-noise testing. It sum1narizes the history of frequency­
division-multiplex and describes the various transmission 
techniques in both cable and radio systems. Special reference 
is made to the measuring units found in the tele­
communications industry. 

5248 Sir Charles Wheatstone. B. Bowers (I 977) 

Principally known as the inventor of the Wheatstone bridge, 
Sir Charles Wheatstone was a pioneer in electrical science and 
telegraphy. This biography reveals a n1an of great ingenuity 
and innovation \vho, because of his quiet approach, was 
largely overshadowed by his n1orc volatile contcn1poraries. 

2937/2 Electrical Tec/1110logy (Fifth Edition). E. Hughes 
(1977). 

The latest edition (in Sf units) of this well-established and 
popular \York. It covers the electrical engineering syllabus of 
the second and third-year courses for ONC and the first-year 
course leading to a degree in engineering. 

5254 Radio Circuits Explained. G. J. King (1977) 

This book covers the various circuits used in conten1porary 



radio receivers, rron1 the sin1ple transistor set to the specialized 
high-fidelity receiver. 

5255 50 Simple LED Circuits. R. N. Soar (1977) 

50 projects cover radio-rrequency a1nplifiers and converters, 
test equipn1enl and receiver aids, tuners, receivers, n1ixers 
and tone controls, as \Veil as 1niscellaneous devices which 
are useful in the home. 

Fifty practical circuits using inexpensive and freely available 
components are described. 5258 !vla11aging H111na11 Resources. Inbucon Consultants 

(1976) 
5256 Questions and Answers: Electric l\1otors. A. J. Coker 

(1977) 

Reviewed in POEEJ, Vol. 70, p. 184, Oct. 1977. 

5257 50 Field EJl'ecl Transislor (FET) Projecls. F. G. Rayer 
(1977). 

A book on one of today's 1nost in1portant then1es: the 
developn1ent of the hun1an potential in organizations. 
Written for practising nianagers, it covers a \Vide range of 
topics including the latest developn1ents in n1anagen1ent 
techniques. 

FETs find application on a \vidc variety of circuits. The 

R. CROSS 

Librarian 

CGLI & TEC: GUIDANCE FOR STUDENTS 

Back nun1bers of the POEEJ are available, con1plete with S11pple111enls containing model ans\vers to past exa1ninations 
of the City and Guilds of London Institute Telecommunication Technicians' Course, and tables of references to those 
answers that niost closely match the syllabi of the Technician Education Council's Certificate Programme in Tele­
comn1unications. 

The price of back numbers is 80p each, including the S11pple111e111 and postage and packaging. (Supple111enls are not 
sold separately.) 

July 1970 TpB04-10, TTA, CB, LPPB, TgB, MC, TPCQl-5 (1969).. D 
Oct. 1970 TPCQ&-10, TgC, TpC, LTC, LPPC, BMCC, CRCQl-7 (1969) D 
Apr. 1972 ESOJ-10, TgB, TpB, MA, CA, CBQl-8 (1971) . . D 
Apr. 1973 PMQJ-10, ETP, ES, TPA, TpB, TPBOl-6( 1972) . . D 
July 1973 TPB07-to, TgB, LPPA, MA, CA, TPCOl-7 (1972) D 

Oct. 1973 
Jan. 1974 
Apr. 1974 
Joly 1974 
Oct. 1974 

TPCO•-to, CRC, TgC, MB, CB, BMCC, TpCQl-3 (1972) 
TpC04-10, MC, LPPB, RLTB, TTA, LTCT: (1972) .. 
LTC02-10, LPPC (1972); ETP, PM, ES, RLTA, TPA (1973) 
MA, TTA, LPPA, CA, MB, TpB, TgBQl-6 (1973) 
TgB07-IO, LPPB, CB, MC, CRC, LTC, TpCQl-9 (1973) 

TpCOto, TPC, TgC, LPPC, BMCC (1973); PM, ES, MAOl-9 (1974) 

[l 
D 
D 
D 
D 

Jan. 1975 
Apr. 1975 
July 1975 
Oct. 1975 
Jan. 1976 

MAQlO, RLTA, ETP, TPA, TTA, LPPA, MB, CA (1974); TPB, RLTB (1973) 
D 
D 
D 
D 
D 

Apr. 1976 
July 1976 
Oct. 1976 
Jan. 1977 
Apr. 1977 

July 1977 
Oct. 1977 
Jan. 1978 
Apr. 1978 
July 1978 

TgB, TpB, LPPB, CBOl-9 (1974) . . . . . . 
CBOIO, RLTB, TPC, CRC, LTC, TpC, TgC, MC, LPPCOl-7 (1974) 
LPPCQ8-to, BMCC (1974); ETP, PM, ES (1975) .. 

TPB (1974); TPA, MA, RLTA, LPPA, CA, TPB, MB (1975) 
TTA, RLTB, TpB, TgB (1975) .. 
LPPB, CB, TPC, MC, CRC, TgC, TpC, LTC (1975) 
LPPC, BMCC (1975); PM, RLTA (1976) 
ES, ETP, TPA, MA, LPPA, CA, MB, TPB (1976) 

TpB, TgB, CB, LPPB (1976) 
TTA, TPC, MC, TpC, TgC, BMCC, LPPC, LTC (1976) 
[Ml, PSI, TSl]; CRC (1976); PM, ES, RLTA (1977) 
[LCA l ,  M2, EP2, E2]; ETP, TPA, MA, LPPA, CA, MB, RLTB, CB (1977) 
[TSS2, XS2, RS2]; RLTB (1976): TTA, TpB, MC (1977) . . 

CGLI 
BMCC: Basic Microwave Communication C 
CA, CB: Computers A, B 

MA, MB, MC: Mathematics A, B, C 
Prvt: Practical Mathematics 

CRC: Communication Radio C 
ES: Engineering Science 
ETP: Elementary Telecommunication Practice 
LPPA, LPPB, LPPC: Line Plant Practice A, B, C 
LTC: Line Transmission C 

RLTA, RLTB: Radio and Line Transmission A, B 
TgB, TgC: Telegraphy B, C 
TpB, TpC: Telephony B, C 
TPA, TPB, TPC: Telecommunication Principles A, B, C 
TTA: Telephony and Telegraphy A 

TEC 
[ ] Denotes tables of references 
rYII, M2: Mathematics I, 2 
PSI: Physical Science I 

D 
D 
D 
D 
D 

D 
D 
D 
D 
D 

LCAI: Line and Customer Apparatus I 

TSI: Telecommunication Systems I 

EP2: Electrical Principles 2 
E2: Electronics 2 
TSS2: Telephone Switching Systems 2 
XS2: Transmission Systems 2 
RS2: Radio Systems 2 

Model-Answer Books A series of model-answer books is also available, in which selected answers from past examina­
tions have been collected together to cover the following subjects. 

Ele1nentary Telecon11nunication Practice .. 
Telecon1n1unication Principles A 
Line Plant Practice A 

60p D 
60p lJ 
60p [l 

Radio and Line Transn1ission A 
Telephony and Telegraphy A 
Telecon1munication Principles B 

85p D 
85p D 
85p lJ 

Orders, by post only, should be addressed to Tile Pas/ Office Electrical Engineers' Journal (Sales), 2-12 Gresham Street, 
London EC2V 7 AG. This panel, or a photocopy, n1ay be used as an order form by marking the appropriate boxes. 
Cheques and postal orders, payable to "The. POEE Journal'', should be crossed"& Co." and enclosed with the order. 
Cash should not be sent through the post. 
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