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FOREWORD by Chris Earnshaw 

The effective and efficient operation of British Telecom's UK network is a vital component 
of BT's plans to offer customers world-class telecommunications services. The Network 
Administration Implementation Programme (NAIP) is set to improve radically the way in 
which BT manages and operates the network. 

I am pleased to contribute to this special NAIP issue of the IBTE Journal which records 
some of the key aspects of this complex programme. 

The foundation for NAIP was the work of the Network Administration Task Force (NATF) 
which presented recommendations in 1987 for the administration of BT's UK network in the 
1990s. In particular, the Task Force recognised the opportunities for harnessing the capabilities 
of modern digital network systems, advanced computer control and management systems, 
and the best operational practices across the company. 

The NAIP programme has involved many professional staff in different parts of British 
Telecom, both those in operational roles in Districts and Regions as well as those responsible 
at the centre for policy and systems specification and development, to create a comprehensive 
plan for the progressive implementation of the programme. 

Fundamental to the plan are the network operations units (NOUs) which allow fast and 
efficient control of network operations. The decision to implement two early NOU pilot sites, 
at Manchester and Walsall, has enabled the early plans and systems to be evaluated prior to 
roll-out of the remaining programme. The pilots have also served as a valuable focus for refining 
existing practices. Indeed, it is the adoption of these practices, many of which have already 
been developed in different Districts, that has enabled the programme to progress at such pace. 

NAIP is not just about systems and technology. It is also very much about the people who 
operate and support the network. An important part of the programme is the positive 
management of these changes. The successful implementation of changes of this scale is 
dependent on the partnerships between all the parties involved. As NAIP has progressed, 
these partnerships have developed substantially to facilitate a more rapid evolution than might 
have been possible in earlier years. 

The next 12 months will see the transition from two pilots to full implementation of the 
NO Us. The substantial investment in this programme will complement the investments BT has 
made in recent years in modern network systems. Although the changes and improved 
effectiveness will be substantial, there are many further opportunities to improve the network 
to deliver the quality and costs customers now expect. The first phase of investment provides 
a substantial platform on which Worldwide Networks will continue to build throughout the 
1990s. Indeed the successful implementation of NAIP is a key enabler to the style of operations 
that Project Sovereign seeks to deliver. 

C. M. EARNSHAW 
Director Network, British Telecom UK 
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T he Development of Network Administration in British 
Telecom 

A. G. BEALBYt 

Under its network administration strategy, HI' is radically restructuring the management of its UK 

telecommunications network to exploit fully its investment in modernisation. This article reviews the 

structure and its implementation, and the benefits that will accrue in terms of reduced cost of ownership 

and responsiveness to customer demands. 

INTRODUCTION 

Until the start of the 1970s, analogue technology 
was the backbone of the telecommunications 
network. 

Maintenance of this network was charac­
terised by responding to reported faults and 
alarms, which involved a high level of man­
power. This manpower was necessary not only 
to get to and clear any difficulties, but also to 
register that there was a problem in the first 
place and to decide what needed to be done. The 
work was highly distributed with little correla­
tion of faults and hence little co-ordination of 
field activity. 

Even the emergence of digital transmission 
with the introduction of pulse-code modulation 
(PCM) had given little scope to change how the 
telecommunications network was maintained. 
The major breakthrough came, however, with 
the advent of computer technology in both the 
transmission and switching arenas. This em­
bedded network intelligence has opened up vast 
horizons for innovation and created substantial 
opportunities for reducing cost and improving 
customer service, unthinkable as recently as 
15 years ago. 

This article places these opportunities in 
perspective and outlines how British Telecom is 
exploiting them to the full in order to achieve 
its goal of having the best managed and admin­
istered telecommunications network in the 
world. 

OPERATIONS AND MAINTENANCE 
CENTRE (OMC) 

When a viable digital switching product emerged 
in the mid-I 970s to complement the economy 
and quality characteristics of digital trans­
mission, telecommunication companies around 
the world concentrated on improving the quality 
of service and the level of functionality available 
to customers. Improved maintenance features 

t Network Operations Support. British Telecom 
UK 
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also emerged, allowing a step improvement in 
centralised cost-reduced maintenance. 

The opportunities in the operations and main­
tenance field were recognised very early on by 
British Telecom. It developed the operations and 
maintenance centre (OMC) which came into 
service with the first System X exchanges in 
1985. From the outset, the OMC not only 
provided centralised remote surveillance and 
engineering interaction with the System X ex­
changes, but also allowed remote non-technical 
staff to interact with the administration of the 
exchange. Sales people, for example, could 
provide/change customer services and, similar­
! y, billing people could interrogate billing infor­
mation. The OMC was, therefore, the first 
important building block in bringing about fun­
damental improvements in network administra­
tion, operations and maintenance. 

OFF-LINE SUPPORT SYSTEMS 

The OMC provided on-line links into the Sys­
tem X exchange. This facility was rapidly ex­
tended to AXElO in 1986 on its introduction into 
the BT network. Although data building and 
in-service management tools were a prerequisite 
to digital modernisation, only basic support tools 
were available. However, there was an increasing 
demand from field managers to have tools and 
procedures to interpret fault and performance 
information output from transmission equipment 
and exchanges. The field managers also required 
to manage and rectify faults, to interface with 
other support systems, and to link efficiently into 
other network operating functions. It was clear, 
therefore, that to meet field managers' require­
ments and to ensure full exploitation of the capital 
investment in both switching and transmission 
equipment, BT required to undertake a major 
review of network operations, with a focus on 
network surveillance, management, operations 
and maintenance. The functions were collectively 
referred to as network administration, and this 
major review was undertaken in 1987 in the form 
of the Network Administration Task Force 
(NATF) study. 
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THE CUSTOMER AND NETWORK 
ADMINISTRATION 

Before describing the work of the Task Force, 
it is worth emphasising the central role that 
customers' demands play in creating the imper­
ative for change in network operations, in addi­
tion to the cost driver. 
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Figure I-Network administration functions 
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The customer rightly demands: 

• quality transmission all the time; 
•competitive pricing and value for money; 
•a prompt, guaranteed repair service when 

things go wrong; and 
•functionality to meet needs as specified, on 
time, every time. 

These needs are in part met by the introduc­
tion of modern switching and transmission 
equipment into the network. However, at least 
as important in meeting the customers' require­
ments is to put in place a fully integrated 
infrastructure to administer and exploit the mod­
ern network equipment. Automated correlation 
of faults and alarms, automated diagnostics to 
decide the solution, and automated allocation of 
the necessary remedial action to the most appro­
priate person, go a significant way towards 
giving customers what they want by way of 
quality and service. 

In fact, the modern network with the network 
administration infrastructure BT is currently 
putting into place will increasingly differentiate 
BT's products and services from those of com­
petitors and provide the high-quality services the 
customers demand. When problems do arise the 
speed of response and actions taken will in many 
instances mean that the problem is resolved in 
such a way that there is no loss of service to the 
customer. 

NETWORK ADMINISTRATION TASK 
FORCE (N ATF) 

The NATF team was essentially a blend of field 
and head office managers. The team initially 
concentrated on assessing the scope to centralise 
operations and maintenance activities. However, 
the interdependency in a 'hands off digital 
environment of not just the operations and 
maintenance function, but all administration 
functions, rapidly became clear. The range of 
functions which had to be considered is illus­
trated in Figure I and includes works control 
and capacity management as well as surveillance 
and data management. An integrated and stand­
ard approach to network administration was 
required. The traditional more fragmented ap­
proach shown in Figure 2 had to be replaced by 
the vision illustrated in Figure 3. 

NETWORK ADMINISTRATION STRATEGY 

The Task Force report contained over I 00 rec­
ommendations to the BT Management Board. 
The recommendations centred on the need to 
undertake a major restructuring of how the 
network was administered to gain economies of 
scale in reducing costs and delivering quality. 
The existing proliferation of control centres 
spread over 28 geographic local Districts and 10 
Trunk Regions would be reduced to about 12 
network operations units (NOUs), each capable 
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of administering a catchment area equivalent to 
around 4 million lines. 

In attaining the vision there would be a clear 
separation of network control activity, which 
would be solely undertaken in the NOUs, from 
the physical execution of work activity in the 
field. The complete three-tier network adminis­
tration hierarchy is illustrated in Figure 4. 

Network field staff  would operate within 
network field units (NFUs). There would be 
about 50 of these throughout the country. The 
management of the network would be carried 
out in the 12 NOUs, where teams of network 
administration experts would control activities 
for their own catchment areas. Operations that 
required a national picture, for example, net­
work traffic management, would be located in 
the central operations unit (COU). 

These three operational tiers would be sup­
ported by 10 network administration computer 
centres (NACCs). Dedicated and integrated 
computer systems would facilitate the real-time 
management of network traffic, real-time sur­
veillance of transmission, and remote provision 
and repair at any point on the network. All new 
computer systems would be network based, thus 
removing the distinction caused by internal or­
ganisational divisions such as local and trunk. 
They would be designed to dovetail with cus­
tomer-facing systems, such as Customer Ser­
vices System (CSS), and to maximise the 
potential for reconfiguration of the network to 
meet customer needs. 

An important element of the vision was a 
network operations support unit (NOSU), which 
would provide all necessary policy and support 
systems. Ownership of all network operations 
processes would be vested with this unit, and 
improvement and developments would be 
seeded and progressed in close partnership with 
field managers. 

Finally, the strategy recognised the need to 
be able to integrate the advantages of the custo­
mers' own computer applications with the capa­
bilities of the network. There was a need to pull 
together the growing proliferation of customers' 
and proprietary support systems into a unified 
set of coherent integrated systems. To this end, 
BT i s  vigorously pursuing the approach of the 
internationally agreed open network architecture 
(ONA) standards. 

IMPLEMENTATION OF THE NETWORK 
ADMINISTRATION STRATEGY 

A major programme, the Network Administra­
tion Implementation Programme (NAIP), is cur­
rently in place to develop and implement the 
NATF recommended network administration 
hierarchy and to provide the platform to allow 
evolutionary improvement. The central oper­
ations unit (COU) is already in place and the 
initial programme Platform build has been fully 
justified on a cost/benefit basis, and has been 
authorised by the BT Management Board. 
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It has been decided that the functional ele­
ments of this Platform should centre on the 
creation of nine NOUs (not 12) with controls 
for switching and transmission surveillance, 
operations and maintenance. Two of the nine 
NOU s, in the North West and Midlands, are 
currently in operation, piloting and proving 
standard systems and procedures. The remain­
ing NOUs will be established by mid-1991. 
More details of the Platform build are shown in 
Table I. 

TABLE 1 
NAIP Platform 

TXD Standard Practice 
Trunk-Transfer OMUs to NOU 
Local-Merge OMUs at NOU 
Merge trunk/local support groups 

TXE4 Standard Practice 
Establish centralised maintenance 

Transmission Standard Practice 
Consolidate surveillance and control at NOU 

Power and Building Senices Standard Practice 
Estab1ish power maintenance controls 

Network Control Centre Standard Practice 
Introduce integrated network control at NOU 

Integrated Network Pedormance Management 
Common task allocation and control duty 

The major impact of the Platform build will 
be in the operations and support centre (OSC) 
area of the NOU. Here, the maintenance con­
trols for the whole of the modern network in the 
NOU catchment area will be brought together 
into a single location. This will involve the local 
and trunk operations and maintenance units 
(OMUs), together with the trunk regional net­
work management centre (RNMC). A number 
of network surveillance systems such as digital 
equipment alarms, transmission systems 

Figure 4 
Network 
administration 
structure 
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monitoring, and alarms for power and building 
engineering services, will also be brought 
together. This will necessitate the provision of 
new support systems to enable the various 
monitoring facilities to be merged. One particu­
lar system is the network operations manage­
ment system (NOMSI) which will permit 
concentration of exchange alarms onto a single 
screen, and facilitate access to remote adminis­
tration tools. NOMS2 will provide a level of 
control for tasks dealt with by the maintenance 
field force including out-of-hours activities. 
TXE4 exchanges form part of the modern net­
work, and a range of facilities to allow their 
remote administration will also be provided. A 
further significant aspect is the proposal to 
amalgamate trunk and local 24-hour staffing 
rotas. Technical support groups within the NOU 
catchment area will also be brought together 
under control of the NOU. 

· 

Outside the OSC area of the NOU, other 
features of the Platform build include the intro­
duction of a 'standard practice' performance 
measurement system. This will be based on the 
measurement and analysis centre (MAC) and 
exchange performance information collection 
(EPIC) systems. There will also be functions to 
support the interface between the network and 
its customers, such as fault handling procedures, 
definition of performance levels and the estab­
lishment of procedures to allow effective use of 
line test systems by customer-facing staff.  The 
customer-facing organisation will be supported 
by a 'help desk' contained within the NOU. 

The computer power required to drive all the 
support systems in the NOUs is now in place at 
10 NAC C sites. The Network Computer Archi­
tecture Board (N CAB) is also well established 
to manage the evolution and integration of all 
operations and planning support systems to­
wards a common ONA standard. 

The Platform is seen as a vitally important 
next step in the evolution of the BT network. 
The standard systems and procedures chosen 
have been identified from existing practices as 
good, sound and robust, but with the important 
additional ingredient of evolutionary capability. 

NAIP AND THE PEOPLE INVOLVED 

In its simplest view, the implementation of the 
network administration platform is about ident­
ifying existing best practices, making some 
improvements and defining them as a national 
standard. The teams can then be established in 
the NOUs, and these standard practices im­
plemented. This simple view of NAIP would be 
a gross underestimation and misrepresentation 
of the size of the task BT has undertaken. 

BT has, over the past five years, become a 
world leader in network modernisation. There 
has been a single-minded drive by field mana­
gers to meet modernisation targets. BT has now 
off-loaded all of its analogue trunk traffic onto 
the digital network; it has the most modern, 
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quality trunk network in the world. BT currently 
has over 10 million digital customer lines in 
service, plus some 7 million modern analogue 
SPC customer lines on TXE4, and last year 
alone converted 4 ·6 million customer Jines from 
analogue to digital switching. This has only been 
achieved by the tremendous commitment, skills 
and dedication of its workforce, who, five years 
ago, had no in-service experience of digital 
equipment and who are now as experienced as 
the world's best. 

Given this fantastic network achievement and 
success, BT, in making the change to administer 
its network from nine centres to meet business 
and customer objectives, is embarking on a 
project where the management of change is a 
major challenge. It is a necessary change which 
must be made to continue BT's success. There 
is an important need, therefore, to communicate 
and explain the impetus for the change to these 
very successful modernisation teams; to consult 
field managers and their people in specifying 
evolving requirements; and to decide jointly 
with field managers what practices and systems 
to define as the standard on which to build. To 
explain the vital need for a transfer to one 
standard methodology across the network is 
itself an important task. 

So, people are the key to the successful 
creation of the new network administration 
methodologies and BT is mindful and respectful 
of the effects change can have on people in 
creating the new network administration infra­
structure. 

NAIP AND EQUIPMENT SUPPLIERS 

The centralising of operations onto nine NOUs 
opens up the opportunity for BT to form new 
relationships with its suppliers in supporting 
equipment after it is brought into service. 

To ensure timely evolution of network equip­
ment in order to reduce total cost of ownership 
and early life cost of failures, suppliers must get 
close to their products in service. No longer can 
suppliers of sophisticated network equipment be 
considered to be solely manufacturers. In an age 
of ever-increasing reliability, functionality and 
complexity, the equipment suppliers must not 
only supply, but stay close to their products in 
service. Suppliers must feel whatever 'failure' 
pain there might be when their products are 
brought into service. They must have direct 
experience of their products in service and have 
a direct incentive to improve installation tech­
niques, in-service diagnostics and equipment, 
and support systems, with the overall objective 
of reducing costs and improving quality for BT. 

The creation of standard practices and pro­
cedures centred on as few as nine operations 
centres facilitates such opportunities, and is 
giving an impetus to BT and its suppliers to 
explore them. An overriding prerequisite for 
such a change in relationships with BT's sup­
pliers, however, is that there is a sound business 
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case. Further, both the technical and commercial 
framework within which any agreement is 
made, must ensure a reducing trend in total cost 
of ownership and increasing quality of equip­
ment, and lead to increasing responsiveness to 
customer demands for features and facilities. 

FURTHER OPPORTUNITIES 

Implementation of the Platform build to reduce 
operating costs and better serve customers is the 
first important step on the evolutionary path of 
added improvement and functions in the field of 
network administration. As modernisation pro­
gresses and increasingly intelligence is em­
bedded throughout the network, the opportunity 
to build ef fectively and efficiently on the Plat­
form to reduce costs, and to facilitate the easy 
introduction of new services, is immense. 

The functions to benefit are those that were 
shown in Figure 1 and range from seeking 
improvements in capacity management to works 
control. The improved administration structure 
will also provide other major programmes such 
as Work Management (WM) to be fully ex­
ploited. The NOMS 1 and 2 systems previously 
mentioned will evolve as part of the WM 
programme and increasingly provide the mech­
anised link between the 'control' in the NOU 
and 'execution' in the network field unit (NFU). 
Further mechanised links with CSS and the front 
offices will also be more readily forged with the 
establishment of the NOU Platform. 

So the evolutionary path will continue with 
priority being given to areas of high cost and 
where service quality improvements are identi­
fied. BT will, however, also ensure that each 
change is fully bedded down and exploited 
before moving onto the next opportunity. 
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CONCLUSION 

The Network Administration Implementation 
Programme (NAIP) is an essential enabler to 
BT becoming the world's best telecommunica­
tions operating company (Telco). It is totally 
consistent with, and an important enabler to, 
Worldwide Networks, a division of the emerg­
ing new BT (Sovereign) organisation. The 
initiative is fundamentally about meeting cus­
tomer needs by reducing operating costs, 
achieving quality objectives and providing the 
facilities and services the customers require. It 
is surely the most exciting and radical oper­
ations initiative ever implemented in BT. It is 
also one of the greatest change-management 
challenges and one of the most crucial to 
business success. However, by building on its 
great network successes to date, and through 
the commitment of its dedicated operations 
teams, BT can be confident of reaching its goal 
of being the best Telco in the world. 
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The Network Administration Implementation 
Programme- Its Evolution and Management 

J. PEACOCKt 

The Network Administration Implementation Programme (NAIP) has been set up to manage the 

implementation of HT's network administration strategy, which is planned to be folly in place by 1995. 

This article sets out the objectives of NAIP, and describes its management structure and project control 
methods, which are designed to allow .flexibility in securing the full benefits of network administration 
for the business. 

INTR ODUCTION 

In April 1987, the Network Administration Task 
Force (NATF) produced a template for admin­
istering the network in 1995. The basic building 
blocks for this template consisted of a three-tier 
structure namely: 

Tier 1 Central Operations Unit (COU) 

The point at which single tasks are executed for 
the whole of the network. The best example of 
a COU task is network traffic management, 
which is the real-time monitoring and control of 
traffic flows within the network to maximise the 
number of successful calls by the efficient use 
of available plant. 

Tier 2 Network Operations Unit (NOU) 

The major control centres for the network. All 
network activities will be initiated and controlled 
from these centres. The most important role for 
the NOUs will be the remote surveillance and 
control of all network elements within their 
catchment. 

Tier 3 Network Field Unit (NFU) 

The management organisation for all field staff. 
Work which cannot be done remotely is sche­
duled to the field force from the NOU. The 
primary role of field managers is to ensure work 
is of the required quality, staff have the necess­
ary skills/training and are productive, and the 
correct procedures are being followed. 

While the logic of the template was widely 
accepted, it was clear that the 1995 situation 
would only be reached by the gradual evolution 
of today's network support systems, controls, 
practices and procedures into the 1995 vision. 
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STARTING POINT 

The Network Administration Implementation 
P rogramme began its work in May 1988, and 
initial efforts were focused on understanding the 
scope of the programme and specifically what 
administration meant. In its simplest form, net­
work administration is the way in which people 
and support systems are deployed in order to 
manage the network optimally. Taking each term 
in turn, a more formal definition is as follows: 

Network All service-carrying and support 
plant and systems for both public and private 
use between customer interface points and 
through to international frontier station/other 
administration/other licensed operator inter­
faces; the sole exception is the local copper 
access network-the main distribution frame 
(MDF) line side out to the customer-which is 

excluded. 
Administration The practices, procedures, 

support systems and structure (both physical and 
managerial) required optimally to support oper­
ations. 

Once the scope had been defined, it was also 
important to have a clear view on the objectives 
of NAIP. 

NAIP Objectives 

The primary objective of the NAIP is to provide 
a network administration that yields significant 
unit cost reductions, improves quality of service 
and delivers additional network administration 

functionality to support the development of the 
product and service portfolio. 

The copper access network is the subject of 
a separate major change programme which will 
include administration and is, therefore, outside 
the scope of NAIP. 

DEFINING REQUIREMENTS 

Unlike many other programmes, NAIP is oper­
ating over a much longer time span, and the 
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extent to which progress can be made in each 
of its areas of activity is determined by: 

• resource availability, 
• realisable benefits, and 
•existing support systems. 

As individual projects are identified and ma­
ture they follow the standard project life cycle. 
This means that at the current stage of NAIP 
development there are projects at every stage of 
their individual life cycles. It is difficult to 
identify a programme of similar complexity in 
BT, since NAIP is continuously generating new 
and unique projects in addition to managing the 
implementation of earlier projects within the 
overall NAIP umbrella. The programme cycle 
is shown in Figure I and identifies the tasks that 
must be managed throughout the life of NAIP. 
Individually, these six tasks are identified as 
follows: 

Setting the requirements The actions that 
the programme will address first must be deter­
mined and against what criteria. 

Steering the programme The necessary sen­
ior operations management input must be ob­
tained to influence the direction of the 
programme. 

Managing the programme Having decided 
what needs to be done, there will be a whole 
range of projects to be implemented. 

Evolving the process The individual pro­
cesses that are embraced by network adminis­
tration will gradually change over time as 
directed by NAIP. 

Managing the change-over Attention must 
be given to managing the change for the people 
who are affected. 

Securing the benefits Projects which com­
menced with specific benefits identified must 
realise those benefits for the business when 
implementation takes place. 

For the programme manager, it is important 
that each of the above tasks is addressed and 
managed so that the programme cycle operates 
effectively through to 1995. 

EXPERIENCE TO DATE 

Project Life Cycle 

The individual projects within the NAIP will 
conform to the elements of the project life cycle 
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shown in Figure 2. In October I 989, a review 
of NAIP took place which identified scope for 
improving the way the programme was opera­
ting. One requirement was the introduction of 
more formal project management. This has now 
been introduced and has forced the individual 
project managers to renew the feasibility and 
definition stages of their projects. Out of this 
exercise has come a better understanding of how 
the individual projects will deliver for NAIP. 
There is also a better understanding of how 
different groups of people are involved at vari­
ous stages of the development of a project and 
their specific roles at each stage. 

Field/Centre Partnership 

At the inception stage of a project, it is important 
to get as many ideas as possible on the various 
opportunities available. Since the major impact 
of NAIP is on field operations, it is essential that 
field input is obtained throughout the project 
cycle, but most importantly at this initial stage. 
The field/centre partnership operated success­
fully for NATF with over 100 senior operations 
managers involved in formulating the recom­
mendations. When NAIP began its work, sev­
eral functional working groups (FWGs) were 
formed to identify the way forward in their 
specific areas of activity. These FWGs consisted 
of field and centre representatives and were 
targeted with identifying the evolutionary path 
for their activity. While the FWGs achieved a 
tremendous amount. a limitation on their oper­
ations was identified owing to resource short­
ages. As part of the NAIP review, it was agreed 
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that resourcing should come in the main from 
the centre owner and, while the field would be 
expected to contribute, the main effort would 
come from head office. This is because they will 
own the project through to implementation with 
a continuous involvement of the field. To ensure 
strong field input, the working group would be 
chaired by a senior field operations manager. 
The FWGs have now become client user groups 
(CUGs) to reflect more accurately their role in 
identifying on behalf of the client the projects 
that must be undertaken. Membership will still 
be drawn from field and centre but now the 
resourcing is placed upon head office. 

The move to process management as defined 
by the work of the Strategic Systems Plan (SSP) 
also gives an opportunity to reflect this require­
ment in the work of the CUGs. They are now 
very much about process improvement and must 
structure their future projects around the SSP 
processes. By identifying the make up and 
operating costs around processes, it will be 
possible to structure projects that streamline the 
processes and reduce operating costs. The use 
of formal work study will be an added tool in 
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ensuring that the true situation is identified and 
improved. 

Process Improvement 

When a project has been identified through the 
CUGs, the process project manager (PPM) 
obtains a client requirement definition (CRO) 
which broadly states what must be delivered. A 
feasibility study is then completed by the PPM 
which identifies the different options available 
to meet the client's requirement and recom­
mends the option that best meets the client's 
time, cost and quality requirements. Field staff 
are also involved at this stage in that a field 
expert, in this process area, for each catchment 
area has to be satisfied that the recommended 
option will achieve its stated objectives. When 
the field and CUG are satisfied with the feasi­
bility recommendation, the project requirement 
definition (PRO) is produced. This spells out in 
detail the description of the project and its 
benefits. Again the CUG and the local catchment 
owner must be satisfied that the detail given will 
enable the project to achieve its objectives. 

If acceptable, the PRO becomes the monitor­
ing document through which the CUG maintains 
visibility of progress. A significant step forward 
was achieved by clearly defining the role of the 
PPM who must co-ordinate all the necessary 
deliverables to ensure the project meets the 
client's requirements. 

Implementation 

It is important that each project is demonstrated 
successfully in the live environment before it is 
rolled out nationally. To this end, the pilot local 
owner must be satisfied that the development 
and installation of the project deliverables will 
meet the project objectives and that this is 
demonstrated in the live environment. When the 
project has successfully demonstrated that it has 
met its acceptance criteria, it can be rolled out 
nationally. Each local owner will also have to 
be satisfied that the project has met its local 
acceptance criteria before roll-out can be 
deemed to be successful. 

The extent of involvement of the identified 
groups at the various stages of the project cycle 
is shown in Figure 3. 

NAlP MANAGEMENT STRUCTURE 

A complex programme like NAIP has to be 
carefully managed through all the stages of its 
life cycle; Figure 4 illustrates the management 
structure that has evolved over the last two 
years. 

Client User Groups 

The CUG, consisting of field and head office 
representatives and chaired by a senior field 
operations manager, defines the way forward for 
its particular process improvement projects. 
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There will be five CUGs with clear process 
responsibilities, and two further CUGs looking 
at organisation and coherence and system archi­
tecture. On three or four occasions per year, all 
CUG chairmen will meet at an operational 
conference, or workshop, to pull together an 
overall view of programme progress. 

Programme Management Board (PMBI 

The Programme Management Board (PMB) pro­
vides the top level control for NAIP ensuring 
that business requirements are correctly inter­
preted through the work of the various groups 
within the programme. 

The PMB members are operations directors 
and centre directors who together will give 
policy guidance and steerage in the following 
areas: 

Define business needs 
Provide direction on clients' requirements 
Review progress of each project phase 
Decide priorities 
Sign off benefits 
Monitor/review programme plan and delivery 
Perform audit function 

Programme Manager 

The appointment of a programme manager 
identifies a single individual accountable for the 
management of the programme. His/her task is 
to meet the client's requirements on cost, time 
and quality for the programme. 

Programme Office 

The programme office assists the programme 
manager in the centre by monitoring and repor­
ting progress of the programme and its individ­
ual projects through to implementation. This 
will include support and advice for the various 
individuals and groups, that make up the NAIP 
management structure, in achieving their mile­
stones for the programme. The programme 
manager will work closely with the field direc­
tors programme office. 

Process Project Managers 

The ongoing responsibility for progressing pro­
cess improvements rests with head office, and 
it is here that the PPMs are situated. Receiving 
their projects from the CUGs, they are the 
deliverers to the programme and report progress 
on achieving their milestones to the programme 
manager. 

Project Implementation Managers 

Each designated NOU catchment has a project 
implementation manager who is responsible for 
preparing the infrastructure to receive the people 
and systems as they are delivered. As field 
managers they also report to the senior oper­
ations manager within the NOU catchment. 

158 

Operations Manager 

The savings and benefits, in concert with the 
process project managers and project implemen­
tation managers, must be realised by the oper­
ations manager, who is therefore involved in 
early sight of the deliverables. This gives the 
opportunity to sign off the savings and benefits 
and ensure they are delivered as the NOU 
develops. 

NOU SITES AND CATCHMENTS 

When NAIP addressed likely catchments and 
sites, a set of criteria was produced to assist 
selection. Those early sites and catchments were 
based on BT's traditional Regional structure and 
resulted in 12 NOUs being identified (three of 
which were for London). With the advent of 
Project Sovereign and the formation of World­
wide Networks, the opportunity has been taken 
to ensure conformance of NAIP. It should be 
emphasised that the NAIP is an enabler for 
Project Sovereign. and network administration 
is still an essential ingredient to successful future 
operations. The NOU catchments under Project 
Sovereign are shown in Figure 5 and sites and 
proposed openings are shown in Table l .  

SCOTLA�O 

NORTH EA.ST 

Figure 5 
NOU catchment 
areas and sites 
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TABLE 1 

NOU Site Opening Schedule 

Catchment Site Proposed Opening 

Scotland Edinb urgh 19 November 1990 
North West Manchester Open 
North East Leeds February 1991 
Midlands Walsall Open 
Northern Home Counties Cambridge March 1991 
Wales and South West Bristol April 1991 
Southern Home Counties Worthing May 1991 
London BT Tower July 1991 
Northern Ireland Bel fast I January 1991 
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Work Management 
Programme 
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An NOV will be considered to be open when 
the first task that conforms to the agreed practice 
is carried out from the site. 

FINANCIAL AUTHORITY 

Since NAIP is a programme that is continuously 
evolving, it is necessary to upgrade the financial 
requirements every year. In November 1989, the 
British Telecom Management Board (BTMB) 
authorised expenditure of £25 ·SM to open the 
NOVs and provide the initial deliverables. The 
first implementation will form the Platform on 
which future functionality will be added. To 
ensure financial concurrence, each project with­
in the NAIP must seek individual financial 
authority before any money is spent. 

The BTMB also requires regular progress 
reports on authorised projects so that actual cost 
and benefit can be measured against the plan. 

All new tranches of N AIP projects will be 
managed through to implementation in this man­
ner. In this way. visibility is maintained for 
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senior management of the costs and benefits of 
the programme. 

INTERFACES WITH OTHER 
PROGRAMMES 

There are many programmes operating within 
BT that impinge on NAIP and must therefore be 
correctly interpreted in terms of their interfu.ces. 
There must be awareness of customer-facing 
programmes to ensure that the NAIP does not 
become isolated from customer needs. The 
NAIP also has links with other programmes to 
deliver systems and functionality. A typical 
example of this is the Work Management Pro­
gramme (WMP). Figure 6 shows that for the 
Platform the WMP will deliver the means of 
allocating work to the field. This enables the 
NOV to allocate tasks successfully after correct­
ly identifying, through its own systems, what 
needs to be done . Only by working closely with 
these other important programmes will NAIP 
keep in step and ensure its requirements are 
adequately identified. 

CONCLUSION 

Many important lessons have been learnt since 
May 1988 on how best to manage a programme 
such as NAIP. NAIP will not stand still and 1995 
is sufficiently distant to incorporate many fur­
ther changes as requirements change to match 
customer expectations. The old distinctions be­
tween field and head office have created un­
necessary barriers in the past, but these are 
gradually disappearing through the successful 
operation of CVGs. The field must have a major 
influence over the course of NAIP because its 
major impact is in this area. 

The focus on process improvement and the 
greater use of feasibility and work study will 
make NAIP more responsive to operational 
needs. A strong and effective Programme Man­
agement Board with clearly defined responsi­
bilities will give NAIP the necessary credibility 
within BT. In the environment created by World­
wide Networks, NAIP will prosper since it 
offers a real opportunity to establish national 
solutions to national problems. The successful 
management of the evolution of NAIP will 
ensure that it remains the essential enabler to a 
network administration that is second to none. 
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Jeff Peacock has been the NAIP Manager since 
October 1989 after being involved i n  preparing the 
original strategic document. He is a Chartered Engin­
eer and a Member of the Institution of Electrical 
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Project Management and its Application to the Network 
Administration Implementation Programme 

D. R. TRENTt 

Project mnnagement has been formally adopted by British Telecom for application to its projects and 

programmes. This anicle outlines the pn"nciples of project 1nanage1nent and discusses its application 
to the Network Administration Implementation Programme. 

INTRODUCTION 

The purpose of project management is to ensure 
that projects deliver their objectives on time, to 
agreed costs and to agreed quality levels. It has 
become a well-established discipline in British 
Telecom for both engineering development and 
implementation projects and programmes. Its 
application has, for example, enabled BT to 
secure its world leadership in modernising the 
network in a rnajor program1ne which last year 
alone resulted in 4 · 6 million digital exchanges 
lines being brought into service. 

The Network Administration Implementation 
Programme (NAIP) is, however, not just about 
developing and installing new equipment. It is 
also very much about other matters such as 
practices, procedures and organisation of staff. 
Changes to these have in the main evolved with 
time, but in the competitive environment they 
demand rigorous business-wide management. 
Moreover, NAIP is a programme which com­
prises a complex matrix of interrelated projects 
covering a wide scope and itself has interfaces 
with other programmes. It therefore presents a 
challenging programme management task. 

Companion articles in this issue of the Jour­
nal illustrate the practical application of project 
management within NAIP; this article discusses 
the principles of project management and out­
lines the evolution in its application to NAlP and 
some of the lessons learned. 

PRINCIPLES OF PROJECT 
MANAGEMENT 

Project management is a discipline de>igned to 
enable the systematic planning, control and 
execution of a project. The activities within a 
project are normally completed in a specific 
sequence-the project life cycle (Table 1 )-and 
to prescribed objectives of time, cost and quality. 
The clarity and discipline that the project 
management methodology provides contributes 
significantly to reducing the cost of failure. It 
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TABLE 1 

Project Life Cycle 

Inception 

Feasibility Definition Stage 

Definition 

Development 

Installation Development Stage 

Pilot 

Roll-out 

Post-implementation 
Roll-out Stage 

is, therefore, entirely consistent with total 
quality management which has also been 
adopted by the company. 

A programme comprises a number of projects 
grouped together to coniribute to the achieve­
ment of specific objectives and, once fully 
launched, cannot usually be represented by a life 

cycle since the constituent projects will be at 
different stages in their own life cycles. How­
ever, the same, but extended, principles and 
disciplines apply. 

Prerequisites 

Project management is dependent on the follow­
ing in order for the key objectives of time, cost 
and quality to be met: 

Programme Management Organisation 
This must be well defined and understood. In a 
programme of the scope of NAIP, many organi­
sational units contribute to specific elements. A 
matrix organisation is required in these circum­
stances to manage across functional and geo­
graphic boundaries. 

Roles and Responsibilities In a matrix envi­
ronment, it is particularly important that the 
people involved clearly understand their individ­
ual roles and responsibilities as well as those of 
others. In order to ensure this, it is essential that 
effective communications mechanisms are in 
place and that the key position of project man-
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ager, who is accountable for the delivery of the 
objectives, is filled at an early stage. 

Procedures and Methodologies These must 
be well defined and understood by all those 
involved. They must include a common lan­
guage and terminology to avoid confusion. 

All these elements must comprehend the 
differing requirements of each stage of the 
project life cycle. 

The Project Life Cycle 

A project usually comists of a number of work 
packages linked together in an overall plan. 
They are carried out in a specific sequence-the 
life cycle of a project illustrated in Table 1. The 
key point of the life cycle is the need to review 
the project with the client, in terms of time, cost 
and quality, at the end of each phase and 
determine whether progression to the next phase 
is justified. This opportunity to repeat a phase 
or, indeed, stop projects which are, say, over­
running on cost and time is an important one. 
The reader can no doubt identify well-known 
projects which, if a formal review had been 
carried out at an early stage, would have resulted 
in their cessation and diversion of the planned 
investment to more rewarding work. 

The terms, in Table 1, are those used in 
BTUK' s own project management standards. 
Other standards use different terms but the 
phases can all essentially be grouped into three 
key stages: 

Definition Stage 

This stage begins at inception with an initial 
project proposal to meet a business need. This 
is further developed into a client requirements 
definition (CRD). The client, who is account­
able for the overall investment in the project, is 
responsible for defining his/her requirements of 
the project in conjunction with the users, who 
must operate and maintain the output of a 
project, ensuring it addresses essential business 
needs. The CRD is the vehicle to capture the 
requirements which at this stage are essentially 
targets to achieve. 

After the production of the CRD, a study to 
determine the feasibility of achieving the project 
objectives is conducted. This phase should con­
clude with the recommendation of a preferred 
solution supported by an analysis of outline 
costs, benefits and time-scales of the available 
options. 

The stage is completed with the full definition 
of the project and includes the creation of: 

• a project requirements definition (PRD) 
which states what is to be produced and what 
the project must achieve, and 
•a project plan stating how it is to be achieved, 
including a breakdown of all the work packages. 

Normal BT financial control means that, 
before moving on from this stage, approval of 
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the project plan and financial authority must be 
secured. This must be supported by sign-off by 
the user representatives that the project is de­
liverable. 

Development Stage 

This stage includes much of the work to put the 
project plan into effect. The development phase 
can include design, hardware and software de­
velopment, production of documentation, job 
design, procurement, etc. 

The project deliverable is then installed and 
tested in preparation for the pilot phase. The 
purpose of this phase is to test the deliverable, 
against the defined success criteria, in a working 
environment such that modifications can be 
made to correct any operational difficulties en­
countered. 

Roll-Out Stage 

After successful piloting, the project is rolled­
out to the remaining sites or installations. In 
practice, roll-out is usually treated as a pro­
gramme of individual projects. 

After roll-out, a post-implementation review 
is conducted to ensure that the project has 
delivered its time, cost and quality require­
ments. Valuable lessons may also be learned at 
this stage so that future projects are made easier 
or more successful. 

Change Control 

Once the definition stage is completed, any 
changes to the project must go through formal 
change control. Many projects fail as a result of 
too many changes being made during the later 
phases, when both the cost of change has esca­
lated and the logistics of change have become 
difficult. 

The main objective of change control is, 
therefore, to reduce the number of changes to 
those absolutely essential for success. The 
process is also designed to ensure that all 
affected people in all associated work areas are 
consulted and the impact assessed before the 
change is agreed. All changes which affect the 
project deliverable should be approved by the 
client. 

APPLICATION TO THE NAlP 

Organising NAlP 

The NAIP management structure is outlined in 
another article1 in this issue. It has been designed 
in recognition of the fact that NAIP comprises 
a large number of projects at different stages in 
their life cycles requiring co-ordination and 
management as an homogeneous whole. To 
ensure this, there is effectively a reporting 
structure for each of the three main project 
stages. 
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The prime accountabilities of the various 
players in a project change during the project 
life cycle, and are given in Table 2. 

This representation is somewhat simplified 
and does not reflect the involvement of many 
people at each stage. Roles and responsibilities 
have evolved in the short life of NAIP as some 
of the grey areas between involvement and 
accountability have been clarified. Some of the 
key issues will be discussed later. However, 
there are two main themes which have been 
consistently applied: 

• The commitment to a strong field input to the 
definition stage. It was for this reason that, when 
NAIP was established in May 1988, CUGs were 
created (though initially calledjimctiona/ work­
ing groups (FWGs)). The field members of these 
groups represent both users and client and, as 
such, sign off each project before it passes 
through each phase of its life cycle. 
•The responsibility  of the project manager for 
delivery of a project from inception to post­
implementation assessment. The implications of 
the qualifier 'process' for some project mana­
gers, indicated in Table 2, are outlined in the 
next two sections. 

I 

4.1 

PLAN THE NETWORK 

''3 

CONT"OL 

WORKS 

1CONSIRUCTl'."ml 

-

I 
" .  

MONITOR 
NFTWORK 

E.EMf'ilS 
A Nil 

p;i�CESS 

·-AUL' REPAIR 

CO�JfRO AND 

EXECUTE NOAKS 

4 ! 2 

MA"IAGE 

\/ETWORK 
CO'<FIGURATION 

Nt!WORK 

CONFIGURATION 

4.2 

OPERATE THE NETWORK 

� 2 3 

MANAGO 

\/ETWORK USAGE 

ANO PERFORMAN8t 

'JETWORK 

USAGE 

AND 

PE'1'0RMl\�lCO 

v 

TABLE 2 

Prime Accountabilities 

Project Srage Prime Accountabilities 

Definition Client user groups (CUGs) 

(Process) project managers 

Development (Process) project managers 

Work package managers 

Pilot sites 

Roll-out (Process) project managers 

Work package managers 

Operations managers (field) 

Local project managers (field) 

Alignment with the BTUK Strategic 
Systems Plan (SSP) 

Any large programme and its supporting organi­
sation needs to be broken down into manageable 
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Figure 2 
NAIP work 
breakdown 

units. A logical functional breakdown was there­
fore derived for the CUGs (hence the original 
termfunctional working groups), which defined 
the areas of network administration each group 
would address. 

However, very early on, it was decided to 
map the programme onto the business processes 
model being developed through the BTUK 
Strategic Systems Plan (SSP)'. This would en­
sure that the work of NAIP would be on the 
migration path to BTUK's future business oper­
ations model and, in specifying computer sup­
port systems, would contribute to the long-term 
inforn1ation �yslen1s architel'.ture. 

The functional alignment of the CUGs has 
changed slightly as BTUK's future operations 
model has developed. Figure l illustrates the 
process scope of NAIP within the BTUK model 
and how the client user groups have been 
mapped onto it. 

The organisation at Headquarters is also 
evolving to conform to the process model, and 
process managers are being nominated who will 
be responsible for the effectiveness of operation 
of their processes in the field and for managing 
improvements in process operation. They are 
key members of the CUGs. 

This focus and alignment on processes within 
an objectively structured business mode] is en­
abling a very disciplined approach to change. In 
particular, it is encouraging the development of 
an understanding of the component business 
processes and more fundamental thinking about 
the process changes required to deliver benefits 
for the company. Once these have been identi­
fied, full definition of the change and a work 
breakdown specify enablers t o  their achieve­
ment. Thus simple solutions to problems are 
now being identified which previously may have 
been addressed by a more complex technological 
approach. 
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Once a process change has been identified by a 
CUG, a process project manager (PPM) should 
be appointed. The project manager, who should 
have both the project management skills and the 
technical expertise in the area concerned, will, 
in most cases, be an in-line reportee to the 
process manager. He will, after sign-off of the 
CRD, be responsible for fully defining the 
project and producing a complete work break­
down structure (WBS) detailing the individual 
work packages. 

For most process projects, the initial stage of 
work breakdown is as shown in Figure 2, from 
which it can be seen that, in NAIP, there are 
essentially three types of work packages: proce­
dures, support systems, and people. 

The process project manager will normally 
be the manager of the procedure work packages. 
The PPM will also be responsible for specifying 
the functional requirements of any support sys­
tems needed. In most cases, a number of process 
projects place requirements on one support sys­
tem. It is the role of the Network Control 
Architecture Board, referred to in another ar­
ticle3, to map requirements onto support sys­
tems. 

In the case of work packages addressing 
people issues, these are implemented by the 
personnel function who give guidance and sup­
port to the PPMs. 

Roles and Responsibilities 

In any large matrix organisation, clarity of roles 
and responsibilities is essential for programme 
objectives to be delivered. Although this was 
recognised right at the start of N AIP, and roles 
and responsibilities were documented, a full 
understanding by all project participants has yet 
to be achieved. This is largely because, as the 
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programme and the concept of process 
management have evolved, so have roles and 
responsibilities. It has also underlined the key 
importance of effective communications in such 
a large programme. 

However, at odds with this need for clarity 
of role is the fact that, in a competitive environ­
ment, flexibility is required to respond to new 
challenges. NAIP is dependent on so much 
cross-functional co-operation and working that 
roles can, and sometimes must, become blurred 
to achieve a common goal. A balance has 
therefore to be achieved between clear definition 
of accountability and exploiting the benefits of 
flexible, creative alliances. 

Definition of the Programme 

It is apparent that perhaps the most crucial pan 
of a project's life cycle is that leading to 
conclusion of the definition stage. This clearly 
also applies to NAIP as a whole. This was 
recognised at the inception of NAIP and was the 
reason for the establishment of the CUGs and 
commitment to the strong field input. 

Realisation of the ambition has proven to be 
even more challenging than originally realised. 
The two main factors were referred to in the 
introduction: 

•the sheer scale of NAIP, and 
•the significant cultural impact of the applica­
tion of rigorous project management to changes 
that have historically simply evolved. 

Moreover, NAIP is being managed in an 
environment where more stringent financia1 
controls, in panicular, the need to demonstrate 
achievement, are being applied. 

The first focus of the CUGs was to establish 
their vision, to determine the current position, 
and trace, in outline, the route map to the vision 
with key milestones identified. The proposals 
had to be justified by an outline business case. 

This was a most valuable first phase which 
put into perspective the scale of what NAIP was 
trying to achieve. Through this it was recognised 
that the projects would need to be delivered in 
manageable tranches; that a higher than antici­
pated resource commitment was required, par­
ticularly in the NAIP Management Office; and 
that the initial time-scales were too ambitious. 
It also highlighted a tendency to focus too 
heavily on the development of suppon systems. 
Here, as already noted, the discipline of process 
management provided the key. 

The next focus of the CUGs was on the 
definition of the first tranche. As can be seen 
from other anicles, this tranche focusses on 
network maintenance operations and is known 
as the Platform. 
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A key plank of the Platform is the estab­
lishment of national standard practices selected 
from the most appropriate already in operation. 
This approach of establishing a foundation, 
based on good work that had already been done, 
offered the opportunity to reduce the effon 
required in the development stage. However, it 
did not take the pressure off the need both 
adequately to define the individual projects in 
PRDs, including standard practice selection 
criteria, and to secure sign-off by the field users. 
Moreover, there have been complex linkages 
between the projects to be defined and managed. 

Definition of the Platform projects has 
proved to be one of the most difficult challenges 
faced in NAIP so far. However, the hard work 
of many throughout the company is paying off. 
The Platform will be delivered on time, and cost 
and quality objectives will be met, indeed ex­
ceeded. 

CONCLUSIONS 

The formal adoption by BT of a standard project 
management methodology has set the way for­
ward to better control of all projects and the 
successful achievement of business objectives. 
NAIP is breaking much new ground in the 
application of both this and process manage­
ment. Some hard lessons have been learned. 
However, the benefits are already apparent and 
the work has laid the foundation for successful 
process and project management in the future. 
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llanagement of Change -Theory and Practice in the 
�etwork Administration Implementation Programme 

. LOCKHARTt, and J. YOUNG* 

Ulhen introducing nelV technology, attention should focus not only on technical concerns, but also on 
the human and organisational issues which inevitably result. The ultimate success of any change 

programme will critically depend on how well these issues are managed. This article outlines the 

theory behind management of change, in particular why companies need to change; why the change 
needs to be managed; how this process should be undenaken; and how potential barriers to change 
can be overcome. Experience of how the Network Administration Implementation Programme has 

attempted to manage the change, and address the people and organisational issues is outlined. 

INTRODUCTION 

Over the past years, companies have increasing� 
ly turned to new technology, aiming to improve 
effectivess and efficiency. Past experience has 
shown, however, that, while many companies 
have spent considerable sums of money on new 
technology, the expected benefits frequently 
have not been fully realised. 

When introducing new technology, technical 
concerns are only one of the factors which have 
to be examined. Of equal importance are the 
organisation and human consequences of intro· 
ducing the technology, and the management of 
these issues is critical to ultimate success. 

The Network Administration Implementation 
Programme (NAIP) is just one example of where 
British Telecom is using and exploiting new 
technology to reduce costs and improve the 
quality of service to the customer. While con­
siderable attention is being devoted to the devel­
opment of the technology in NAIP, increasingly 
managers and staff have recognised that the 
human side also needs to be managed, if the 
programme is going to deliver to the full its 
expected benefits. 

This article broadly outlines why change 
needs to be managed not just implemented, 
details some of the factors which have to be 
addressed in this process, and describes how 
change is being managed within NAIP. 

WHY CHANGE? 

'It follows that an acceleration in the rate of 
change will result in an increasing need for 
reorganisation. Reorganisation is usually feared, 
because it means disturbance of the status quo, 
a threat to people's vested interests in their jobs, 
and an upset to established ways of doing things. 
For these reasons, needed reorganisation is often 
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deferred, with a resuJting loss in effectiveness 
and an increase in cost.' (Bower and Walton) 

Organisations which do not change and de­
velop in response to, and in anticipation of, 
changes in the environment, are doomed to 
failure. Organisations do not exist in a vacuum. 
Rather, they are constantly interacting with the 
environment, and consequently need to be pre­
pared to change to meet the requirements arising 
from external factors. 

Figure l highlights some of the external factors 
which will have an impact on an organisation. In 
order to survive, organisations will, as a mini· 
mum, have to react to changes in these factors, 
sooner if not later. However, organisations likely 
to be most successful in the future are those which 
adopt a proactive approach when devising 
strategies to address these factors: these organi­
sations will have the most favourable outcomes, 
not only for the business as a whole, but also for 
the individuals within it. 

The need for organisations to develop in the 
light of changing external factors is highlighted 
in the example of the Ford Motor Company. 
When Ford first started manufacturing a new 
make of car (the Model T Ford), customers were 
advised that they could have any 
colour-provided it was black! Over the years, 
Ford, and the service the company offers, have 
had to change in response to changes in technol­
ogy, changes in the demands of the customer, 
and increased competition from other motor 
companies. 

ECONOMIC CONrJITliJNS 
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Figure I-External impacts on organisations 
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Likewise, British Telecom is having to 
change in response to external demands. 
Looking back over the history of telecommuni­
cations in Britain, particularly over the last JO 

years, it is evident how much the industry has 
developed and grown, with liberalisation, pri­
vatisation, District reorganisation and digitalisa­
tion, to name but a few. The next ten years will 
necessitate more fundamental changes by BT as 
it enters into an even more competitive environ­
ment-customers with increasing1y sophisti­
cated requirements and higher expectations, 
having the choice of a much wider range of 
suppliers. 

Given the continuing need to upgrade the 
service to customers, a number of company­
wide change initiatives have been launched with­
in BT in the last five years. These changes 
include the introduction of Customer Service 
Systems (CSS), the Work Management Pro­
gramme, NAIP, the introduction and develop­
ment of total quality management and, most 
recent of all, the reorganisation/rationalisation 
of the company through Project Sovereign. 
These changes are not taking place in isolation 
from one another-rather the aim is for them to 
be mutually supportive in achieving business 
objectives. 

WHY MANAGE CHANGE? 

Successful or goal directed change does not 
simply happen. Rather, change is su1nething that 
needs to be planned and managed with consid­
erable care, in order to ensure that the outcomes 
achieved are those which are beneficial for the 
business and are willingly adopted by those 
directly or indirectly affected by the change. 

The need to manage change stems from the 
complexity of organisations, which can be seen 
as sets of interdependent social and technical 
systems. The framework given in Figure 2 is 
one way of representing these interdependent 
components. 

Changing one element of the organisation 
inevitably results in the need to change aspects 
of most, if not all, the other elements. Thus, in 
bringing in a major technological change, not 
only is there a need to understand which existing 
systems the new technology will replace or 
interface with, but also what changes arc re­
quired in all the other elements. 

Change can impact on areas such as the tasks 
to be carried out by staff within the organisation, 
and the skills required to perform these tasks; 
the human resource issues of recruitment, train­
ing, relocation etc; the changes in departmental 
and organisational structure; the future direction 
of the organisation; leadership style; and last, 
but by no means least, the pervading culture of 
the organisation. 

If we consider NAIP, the scope of the changes 
is great and will almost inevitably impact upon 
the elements highlighted above. 
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SCOPE OF NAlP CHANGE 

Traditionally, maintenance staff have been 
located close to the equipment to be maintained, 
in order to provide a rapid response to faults and 
customer-related requirements. The availability 
of electronic, digital and software-controlled 
equipment has reduced faults, made some faults 
less time critical and enabled some tasks to be 
done remotely. In addition, electronics facilitates 
an overview of switch and transmission perfor­
mance, which is more closely aligned to cus­
tomer use of the network. To realise these 
benefits, it is necessary to centralise the surveill­
ance and control of the network at convenient 
nodes (the network operations units (NOUs)), 
which direct the necessary site visits by a mostly 
travelling workforce (the network field units 
(NFUs)). This arrangement facilitates event 
management, for ex.ample, relating a trans­
mission failure to customer fault reports, and 
some integration of works and maintenance 
activities. 

These are significant changes, but not the end 
of the story. In the not-to-distant future, software 
developments promise even more remote repair 
facilities-the realisation of 'hands off' main­
tenance. In addition, the developing role of 
network engineers will be to design and operate 
the network, such that customer-facing staff can 
directly test, set and reconfigure the network to 
meet customers' needs. While in the longer 
term, customers could be offered the option of 
some •cto-it-yoursclf' reconfiguration of their 
own services. 

Together with P roject Sovereign, the changes 
will also mean a much simpler management 
structure with fewer levels. In tum, this will 
mean better communication and implementation 
of changes such as new services and quality 
improvement. Currently. there are many good 
ideas that have been developed in one part of 
the country, which cannot be used elsewhere 
because of different systems and procedures. 
With the greater standardisation through NAIP, 
any improvements will be transferable 
throughout the network. In turn, this will mean 
changes at Headquarters where it will be 
possible to draw representatives from each NOU 
onto development teams. Or, an NOU might 
develop and pilot its own initiative with assist­
ance from HQ and other NOUs. 

11\SKS ) 

Figure 2 
Organisational 
framework 
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Figure 3 
Model for 

BT, like many other companies, is beginning 
to recognise that change needs to be managed. 
It is not sufficient to focus on the development 
of a particular system, and consider its impact 
on other elements of the organisation at a later 
date. The impact of any proposed change on the 
organisation as a whole needs to be considered 
carefully right from the onset. 

HOW TO MANAGE CHANGE 

The basis of any kind of change which is more 
likely to achieve positive worthwhile results is: 

(a) being clear about where you are starting 
from. 

(b) having a clear picture of where you want 
to get to, and 

(c) identifying the logical steps required to 
make that move. 

Figure 3 provides a model for managing this 
process. 

organisational change v1s10N 

CURRENT STATE 

Current State 

When thinking about changing any aspect of the 
way work is organised or carried out, an im­
portant prerequisite is a picture of the current 
situation. It is only when a clear picture emerges 
of how work is currently organised in terms of 
work procedures, structure, work flows etc. that 
problems and opportunities can be identified and 
proposed changes envisaged. 

Jn order to gain commitment from staff and 
managers to the proposed changes, it is also 
worthwhile ascertaining their readiness (atti­
tudes to change) and capability (skills to operate 
the new systems and perform effectively in 
redesigned jobs). 

Future Situation 

Change will be most effective if it is driven against 
a vision of how the organisation should be oper­
ating in the short (I year), medium (2-3 years) 
and long term (3 -5 years). This vision should be 
explicit and shared by all those affected by the 
change. Furthermore, it should consider all ele­
ments of the organisation, and how they are likely 
to be impacted by the changes. Such vision 
sharing, once established, cannot be assumed to 
remain firm and unshaken during the change 
process. It will be necessary to check constantly 
that those involved still have a clear picture of 
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what the future situation will look like, and still 
retain commitment to that end. 

Transition Management 

Only when there is a picture of how work is 
organised now, and what changes would help 
deliver the future vision, can an action plan of 
phased and co-ordinated innovation be de­
veloped to manage the transition. 

It is worth stressing that, while there are three 
distinct phases to managing change, arriving at 
the future picture does not mean that the process 
is complete. Change and improvement are con­
tinuous, and it is only by continually picturing 
how things can be better that organisations can 
remain effective and efficient. 

'When a dream becomes reality, it's time to 
change the dream' (G. Moreas). The route to 
that future picture, however, is not always 
straightforward, and there is a need to review 
progress continually and change course as 
appropriate to that journey. 

The change model outlined in this Section is 
one simplified way of looking at managing 
change. What is key is the need to consider the 
impact on the people within the organisation 
right from the very beginning. Jn analysing the 
current state, developing the future state and 
managing the transition, all the elements of the 
organisation, as outlined earlier, need to be 
considered and clarified. 

Likewise, in project management-in essence 
a change management model incorporating a 
number of organised improvements in a current 
situation-there needs to be focus on people. 
Unfortunately, all too often, major change pro­
cesses that involve technology leave the organi­
sational and people issues relatively well behind. 
(See Figure 4.) However, if the 'people' aspects 
are given insufficient attention right at the begin­
ning of a proposed change (at inception stage), 
sooner or later the resulting shortfall in progress 
will demand remedial action. 

DEVELOPMENT 

TiVE 

Figure 4-Development of technology and 
organisation 

If change is to be most effective, these two 
advancement curves need to be brought together 
as early as possible so that they develop consist­
ently from inception through 10 implementation. 

BARRIERS TO CHANGE AND HOW TO 
OVERCOME THEM 

When introducing any changes, ii is almost 
inevitable that there is going to be some resist-
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ance because there will always be a degree of 
uncertainty about what will actually happen, 
particularly at the beginning. Naturally, people 
who are affected by change are likely to experi­
ence some emotional turmoil. Their reactions to 
change can vary considerably, from positive 
acceptance to open hostility and resistance. 
Every individual's likely responses need to be 
considered and anticipated, their concerns re­
spected and dealt with sympathetically, and 
appropriate support and advice given prior to 
any decision that they ultimately make. In order 
to manage change successfully, it is essential to 
have some understanding of how and why 
people react to change. Some of the more 
common reasons for negative response to change 
are highlighted below: 

(a) wss of control The more changes are 
perceived as being imposed on individuals, the 
greater the likelihood of resistance to that change 
and the greater the degree of resistance. Individ­
uals in this situation are likely to feel out of 
control, powerless and stressed, and conse­
quently behave in a variety of defensive, terri­
torial and seemingly petty ways. 

Involving people in any project, by providing 
them with a measure of choice and giving them 
an opportunity to contribute to the planning and 
implementation of change, will greatly increase 
the chances of their feeling committed to that 
change. In particular, they may be involved in the 
refinement of proposed improvements to ensure 
the best fit with preferred ways of working, or in 
the design of changes to their working environ­
ment, such as office layout. They may also be 
asked to participate in data collection about the 
potential impact of proposed changes. 

(b) Increased uncenainty One consequence 
of change can be discomfort and confusion if 
there is lack of clarity about the future and about 
individuals' roles within that future picture. This 
lack of certainty about the future can lead to a 
reluctance to relinquish the past and move 
towards the future. 

In order to decrease this uncertainty, a picture 
of what the changes are hoping to achieve, and 
the role individuals will play in that future 
picture, should be shared at every stage of the 
project. Communicating and sharing informa­
tion with all those involved contributes greatly 
towards individuals feeling committed to 
change. Communication needs to be a two-way 
process to ensure people understand how the 
technology will ultimately reduce, rather than 
add to their current problems, and to provide 
them with the opportunity to air any of their 
concerns. It may also have value in raising 
people's awareness of their own situation to the 
level that they can match the proposed solution 
to their own perceived 'problems'. 

(c) Taken by surprise Individuals are more 
likely to resist change if it is sprung upon them 
with no warning or opportunity to influence or 
adapt to that change. It is, therefore, essential 
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to provide advance warning. The timing of this 
communication is crucial and sufficient notice 
needs to be given to enable individuals to come 
to terms and adjust to the proposed changes. 

(d) Concerns over competence Fear of not 
being able to operate effectively in the new 
environment, and the concern that face could be 
lost with colleagues and superiors, are two of 
the most common barriers to change. Changes 
may result in individuals working in new con­
ditions with new systems and procedures, and 
possibly with new colleagues and managers. In 
order to ensure these changes are wholly ac­
cepted, individuals need to feel confident that 
they have the skills and knowledge necessary to 
work effectively in the new environment. 

In order to overcome this barrier, it is essen­
tial to provide the necessary training and educa­
tion to enable all members of staff to work to 
the required performance standards. They may 
need to be given the chance to practise without 
fear of being judged, or feeling stupid, and 
managers are like! y to be required to provide 
positive reinforcement and encouragement on a 
regular basis and more frequently than usual. 

(e) Sometimes the concern is real In some 
cases, individuals' fears may be realised in terms 
of relocation, or redundancy. In such cases, 
disagreement with the proposals is likely to be 
deep and persistent and needs even more careful 
and sy mpathetic handling. 

A clear company-wide policy is crucial for 
dealing with these eventualities, and the reality 
of the situation n1ust be recognised. It is i1nport­
ant that there is no pretence or false promises 
made, and information should be provided to 
those concerned as soon as it is available. 
Support mechanisms, such as counsellors, need 
to be put in place to provide guidance and 
support to those affected. Jn these circumstan­
ces, union involvement is critical if smooth 
implementation is to be ensured. 

When introducing change, it is difficult to 
predict accurately how people will react. How­
ever, it is only by being aware of the potential 
areas of resistance that strategies can be put into 
place to help the organisation, and individuals 
within the organisation, to overcome these bar­
riers (see Figure 5). What is key is that resist­
ance should not be ignored. Rather, it should be 
surfaced, and the concerns of the people within 
the organisations dealt with respectfully, if the 
change is to be most effective. 

Figure 5 
Overcoming 
barriers to change 
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MANAGING CHANGE IN PRACTICE 

Those within NAIP have recognised that, while 
the programme impacts significantly on network 
controls, support systems and network technol­
ogy, its effects on traditional practices and 
procedures for managers, technicians and non­
engineering grades are equally significant, if not 
more so. Managers involved in different aspects 
of the programme have acknowledged the need 
to address the 'people' issues and to develop a 
new culture alongside the systems, if the net­
work is to be effectively managed in the future. 

W hile it is important to recognise the organi­
sational and people implications of NAIP, it is 
the addressing of these issues which is para­
mount. It is not what is said, but what is actually 
done that counts in the long term. The remainder 
of the article conveys some aspects of the work 
which has been undertaken specifically to ad­
dress management of change. 

THE IMPACT OF NAIP CHANGES 

The changes arising from NAIP are many and 
varied, ranging from setting up new accommo­
dation to designing new computer systems. 
These are familiar activities, although manage­
ment discipline and control has been much 
improved by the enhanced status of project 
management. However, as outlined, it is the 
'people' issues which have required careful and 
thoughtful consideration with such a major 
change being planned. Experience has shown 
that managers associated with the changes re­
quire considerable support to enable them to 
address the people issues in order to achieve the 
stated objectives of NAIP. 

Not unexpectedly, it is the NOU which has 
made the headlines, because it is the first and most 
significant impact of NAIP. However, it is in1-
portant to appreciate that the number of staff 
employed in the NO Us is only a small proportion 
of the total network staff. The vast majority of 
network operations staff will still be undertaking 
work which is not vastly dif ferent from the present 
tasks, although sometimes at different locations. 
The normal pattern of continuous change will 
continue for most planning and works staff. 

The crucial questions which are always asked 
are: 'Will there be a job for me?', and 'How 
will it af fect me?'. It is not easy to answer these 
questions convincingly. The problem is that the 
questions are asked at the conceptual stage of 
the project, but job allocation to individual 
employees must await the completion of detailed 
implementation planning. However, it must be 
recognised that some unease will remain prior 
to individual job placements. Massive techno­
logical changes over the past 20 years have 
produced the same fears about job security, but 
natural wastage and redeployment and retraining 
have been sufficient to absorb surplus staff, and 
all the indications are that the same will hold 
true for NAIP. 
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HOW NA IP IS MANAGING THE CHANGE 

The NAIP structure of Core Team, customer 
user group (formerly functional working 
groups), Headquarters project owners, project 
management office and pilot sites is described 
in other articles. The Infrastructure and Inter­
faces Functional Working Group(!&! FWG) was 
established with tasks including the definition of 
requirements for 'people' issues, such as indus­
trial relations, training, organisation, employee 
communications and management of change. A 
great deal of work was done by this group to 
establish the foundations of management-of­
change principles in this programme. 

It was generally recognised that the terms of 
reference of the !&I FWG extended into oper­
ational areas and that a re-focus was required 
on specific 'people' issues which had been 
clearly outlined in the NAIP People Vision 
document. As a result of a major review of the 
management of the project, the !&I FWG was 
replaced by the People Working Group (PWG). 
Building on the principles produced within the 
!&I FWG, the PWG was established to provide 
direction to HQ Personnel in order that national 
policy guidance could be provided as necessary. 
Under the chairmanship of a District personnel 
manager and with members including personnel 
managers from the pilots, HQ Personnel and the 
NAIP management team, this group is currently 
seeking to identify ways in which employee 
problems and concerns can be surfaced and 
addressed much earlier in the change process. 
The group's terms of reference, contained in the 
client requirement definition, indicates a much 
closer alignment to the project management 
principles as laid down by the business. Given 
the make-up of the group, there is also the 
recognition of the importance of balancing the 
needs of those initiating change against the needs 
of those experiencing the change. 

As a further recognition of the importance 
now placed on the human aspects of change 
management, two full time specialists-in em­
ployee communications and management of 
change-have been appointed as part of the 
NAJP management team. 

Employee Communications 

The requirement for employee communication 
was identified at the outset, and national publicity 
material (ranging from a glossy brochure, through 
to Networker articles and team briefing packs for 
use by line managers) has been published since 
1988. The objective has been to have an open 
communication policy, providing the maximum 
amount of information in a variety of formats to 
best meet the needs of the recipients. 

Much has been learned from local NAIP 
employee communications experiences. This is 
particularly so in respect of the pilots where a 
wide range of initiatives has been undertaken. 
These included special editions of the District 
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newspapers, newsletters, open days/exhibitions 
and management forums etc, A model N AIP 
employee communications plan has been pro­
duced, taking into account feedback which was 
obtained at all stages of the programme and 
directed at staff at all levels. In addition, the 
experience in the pilots has highlighted the need 
to have effective two-way communication. Con­
sequently, it is intended that this aspect will be 
built into all future communication initiatives. 

Industrial Relations 

Hand in hand with employee communications 
runs the formal industrial relations process. A 
separate sub-committee of the Network Joint 
Consultative Committee (NJCC) has been 
formed to deal with central issues arising from 
NAJP. Chaired by the NAJP Programme Man­
ager, it ensures that a regular flow of information 
enables any union concern to be raised at a 
senior level. One of the requirements of NAIP 
is standardisation of approach and the NJCC is 
part of this process. Local consultation has been 
established to deal with the inevitable 
site-specific issues. 

One of the earliest issues was the need to set 
up suitable and effective local information and 
consultation procedures. This was a more com­
plex problem than normal because the NOU 
catchment areas crossed District boundaries. 
Both pilots encouraged the BTUC to establish 
teams made up of representatives from all Dis­
tricts, and the Trunk Region included in the 
geographical catchment area. This was achieved 
and provided valuable experience for inclusion 
in NAIP industrial relations planning for the 
national roll-out of NOUs. 

Training 

Equipping people with the appropriate skills and 
knowledge to work effectively in a changed 
environment is a critical part of any change 
programme. It has been recognised that much 
training and re-training will be necessary as 
NAIP progresses, and the aim has been to meet 
these requirements, by ensuring that existing 
courses are modified and new courses estab­
lished at the appropriate time. 

Vision Building and Transition Planning in 
the Pilots 

In addition to the co-ordination of management­
of-change issues at national level, the pilot NOU 
sites in the North West and Midlands were 
concerned with managing change at a local level. 

In the North West pilot, managing the 
changes has been steered by the Personnel and 
Industrial Relations Group (PIRG), chaired by 
Manchester's Personnel Manager, Bob Mason, 
with day-to-day management of the change 
being the responsibility of Peter Ashcroft, the 
NOU Manager. 
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The PIRG was set up six months prior to the 
opening of the NOU, with the aim of anticipat­
ing, planning and resolving the personnel and 
industrial relations issues resulting from the 
project. The group comprises senior engineering 
and personnel managers from the three Districts 
in the catchment-Liverpool, Lanes and Cum­
bria and Manchester-with a consultant from 
Training Department's Management Consult­
ancy Unit helping to address the organisation 
and people questions. 

The starting point for the PIRG was the 
development of a vision of how people would 
be working in the future as a consequence of 
NAIP. Once the vision was established, 
strategies and action plans for its achievement 
could be designed, and action taken to start 
implementing them. 

W hile the PIRG plans ahead, and anticipates 
the people issues, Peter Ashcroft, the NOU 
Manager, is directly responsible for managing 
the change on a day-to-day basis. Not only have 
there been cultural issues, in terms of bringing 
together staff from three Districts and changing 
roles of managers, but there have also been what 
could be classed as 'hygiene' or comfort con­
cerns, such as car parking and building works. 
It is often these fuctors which are crucial to 
success. 

In the Midlands, overall responsibility for 
managing the project, and the associated people 
issues, has fallen to the Project Office Manager, 
Vaughan Armstrong. Identification of these is­
sues is owned by the Level 3 groupings, with 
meetings of these managers to address the 
issues. 

CONCLUSION 

This anicle has highlighted the need for man­
agement of change, and has outlined how this 
process has been started in NAJP. It is important 
to recognise that addressing and managing the 
people issues on NAJP will be an on-going 
process. To ensure success, this process needs 
to be owned by managers within the programme, 
with support being provided to them where 
appropriate. 

Considerable time has been devoted to de­
veloping technical and procedural solutions to 
the administration of the network. Correspond­
ing development of the people and organisa­
tional solutions is also essential to ensure that 
the technology and the organisation are working 
in harmony to provide the most effective service 
for Hf and its customers. 
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The Selection of Support Systems for Network 
Administration 
S. P. SAVAGEt 

This article describes the selection of computer-based network support systems required to underpin 

the Network Administration Implementation Programme (NAIP) platform. It also briefly describes the 

systems selected, their role in the NAIP Platform and the part that they will play in the longer-term 
evolution plan for network administration. 

INTRODUCTION 

As defined in a previous article in this issue1, 
the aims of the Network Administration Im­
plementation Programme (NAIP) are to improve 
quality, functionality, and drive down costs as­
sociated with the administration of the British 
Telecom UK network. The NAlP Platform has 
concentrated on the process associated with the 
resolution of network faults identified by the 
customer, the network, or network staff. This is 
the first stage of a continuous process to improve 
the administration of the network. 

The approach taken by NAIP has been to 
establish a number of functional working groups 
made up of both field and headquarters staff. 
These NAIP functional working groups have 
investigated the various methods currently used 
in the field to perform particular high-cost 
administration operations (for example, to re­
solve a customer-reported fault) and select a 
preferred or 'standard practice' to be adopted 
nationally. 

As part of the selection of standard practices, 
the need to automate or provide computer-based 
aids has been considered and one or more 
network support systems chosen for use, where 
appropriate. Where no existing system was 
available to meet the needs, the development of 
network support systems was considered. 

RELATIONSHIP WITH SSP AND NCAB 

The need to select carefully network support 
systems for network administration, while mak­
ing provision for future network needs, has been 
described in previous articles2· 3• 

The major business initiative influencing the 
evolution of network support systems is the 
Strategic Systems Plan (SSP)2 project. This 
project initially performed a top-down analysis 
of the working of BTUK as a whole, breaking 
down what BTUK needed to do in the future to 
operate as a successful part of British Telecom­
munications plc. This resulted in a series of 

t Network Operations Support, British Telecom 
UK 
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layered future processes, each layer describing 
in progressively more detail a part of BTUK's 
future operations (Figure 1). Further analysis 
was then performed against the processes. 
Where processes had a close affinity to each 

Figure 1 
BTUK process model 
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other in terms of function or data, they were 
grouped together. Each of those groupings, 
termed strategic systems areas (SSAs), form 
manageable areas of the business for future 
automation. 

Over 150 different network support systems 
are in use today within the BTUK network. The 
operation and management of these many com­
puters is a significant cost to the business. In 
many cases, network support system functions 
are duplicated for different parts of the network. 

The Network Control Architecture Board 
(NCAB) is responsible for the evolution of 
network support systems to realise SSA� within 
the BTUK network and, at the same time, 
rationalise the many systems to reduce network 
administration costs. The NCAB has taken the 
SSP proposals for the realisation of SSAs, 
together with a number of other influences, and 
produced a framework (Network Support Sys­
tems Architecture) within which network sup­
port systems will evolve3 (see Figure 2). In order 
to discharge its responsibility, the NCAB is 
required to give strategic concurrence to all 
network support system development proposals. 

For each SSA, the NCAB has reviewed the 
existing network support systems that contribute 
to the SSA, and selected one or more support 
systems as being best suited to continue to 
perform functions within the SSA. These se­
lected systems have been termed key systems and 
will form the core onto which network admin­
istration computing will be consolidated. 

Key systems may currently perform many 
functions, and hence may be 'key' to more than 
one SSA. The NCAB intends that the functions 
performed by non-key network support systems 
will migrate into key systems. Eventually, the 
need for non-key systems will disappear and the 
costs associated with the running of these sys­
tems will have been removed. This migration of 
functionality, onto key systems, must happen in 
a controlled way to ensure that all necessary 
network administration functiona1ity is available 
at all times. Any further development of non­
key network support systems will be closely 
scrutinised by the NCAB before approval is 
given. 

In order to support NAIP, the NCAB has 
appointed a representative to help each NAIP 
functional working group to select network 
support systems associated with standard prac­
tices. This ensures adherence to the evolution of 
the Network Support System Architecture. 

SELECTION PROCESS 

The selection of network support systems to 
meet the needs of particular NAIP standard 
practices involved the assessment of the pro­
posed network support systems against the gui­
delines outlined above. 

Initially, standard practices were assessed to 
ensure that the boundary of each was enclosed 
within a given set of SSP processes and that 
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significant functionality would be provided by 
each standard practice selected. 

The requirements identified for network sup­
port system functions, for each standard prac­
tice, were compared with the SSP strategic 
system area's functions and interfacesi to ensure 
that all appropriate interfaces, manual and elec­
tronic, were being defined as part of the standard 
practice. 

Where the NCAB had previously identified a 
key system to perform the network support 
system functions required, this was examined in 
further detail to confirm the selection of the key 
system as the one to support the standard 

TABLE 1 
Network Support Systems Selected for NAIP Platform 

N AIP Platform Standard Practice 

TXD Operations and Maintenance 

Transmission Network Surveillance 

Power and Building Environment 
Services Operation and Maintenance 

Network Control Centre 

Customer-Facing Organisation 
to/from Network Interface 

Circuit Provision 

Network Performance Monitoring 

Interim Workforce Management 

Network Support System Selected 

OMCIOMUSS 
EIR (Local and Trunk) 
RES PA 
TRACKER 
NOMS! 
Telecom Gold 
CRAISE 
PASTE 

lDNSINETMON 
ECIS 
DSEA 
MANUS 
JNS 
NOMSI 
CAMMS 
SPUD 

AMPERE 
PMS 
SEMAC 
STACCS 
TRACKER 
PLC 
NOMSI 

WILDFIRE 
Telecom Gold 
SPUD 

ARSCC and/or CSS 

OMC 
JNS 
MANUS 
DSEA 
CAPPS 
AXIS 

OMCIOMUSS 
EPIC 
DESS (LTLA) 
css 
PASTE 
Telecom Gold 
TELCARE (new version) 
EXPRES 

NOMS2 
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Figure 3 
NOU LAN access to 
network support 
systems 

practice. Where the function required was not 
available on a key system, an interim non-key 
system was selected or a new development was 
defined, and a migration path for the function 
towards a key system was identified. 

In a number of cases, software development 
was required to amend the selected network 
support systems to permit their use in the NAIP 
environment. A fter completion of the selection 
process, the chosen network support systems 
and development proposals were presented to 
the NCAB for endorsement. The systems se­
lected using this process are 1isted in Table 1 .  

There are five strategic systems areas within 
the network support systems architecture that 
are affected by the NAIP Platform: 

(a) fault and repair management systems 
(FARMS), 

(b) performance assessment systems (PAS), 
(c) force and work management systems 

(FAWMS), 
(dj test access and management systems 

(l'AMS), and 
(e) network configuration and data manage­

ment systems (NCDMS). 

The position of the SSAs af fected by the 
NAIP Platfurm, within the overall architecture, 
is shown by the clear area in Figure l. Other 
SSAs, within the network support systems archi­
tecture, will be considered either in later stages 
of NAIP or by other network programmes (for 
example, Workforce Management Programme). 

USER ACCESS 

In order to provide users with access to the 
selected network support systems in a coherent 
manner, a T-NET Plus local area network 
(LAN) will be provided in each NOU. (See 
Figure 3.) This LAN is a fundamental part of 
the NOU structure and will provide flexibility 
within the NOU for terminal access. A single 
user, potentially, has access to all the network 
support systems connected to the LAN from any 
terminal position, subject to all appropriate LAN 
administration data being set up. In addition, the 
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LAN allows users to log on to multiple support 
systems, with access between the systems via a 
simple key sequence. 

As standard practices evolve, and the net­
work support systems to which access is re­
quired change, the necessary changes to the 
LAN can be easily made as minimal physical 
changes are required. 

These LAN features improve the existing 
situation for many users, by reducing the num­
ber of terminals required. 

SELECTED NAlP PLATFORM NETWORK 
SUPPORT SYSTEMS 

Over 30 network support systems have been 
selected to aid NAIP Platform standard prac­
tices. It is beyond the scope of this article to 
describe all of those selected in detail. Below 
are described the network support systems 
which contribute major functions within the 
NAIP Platform. 

Operations and Maintenance System 
(OMS) and Operations and Maintenance 
Unit Support System (QMUSSI 

The operations and maintenance system (OMS) 
and operations and maintenance unit support 
system (OMUSS) are, respectively, the local and 
trunk network support systems used for the 
administration of digital telephone exchanges 
(System X and AXElO). These systems provide 
facilities to receive and process fault information 
remotely from exchange sites; perform diagnos­
tics and tests to identify actual faults; and allow 
a remote user to reconfigure each exchange, to 
overcome an identified fault. In addition, these 
systems provide information on the performance 
of the exchanges that they are monitoring. 

The system has been selected to support the 
standard practices dealing with digital exchange 
maintenance and network performance monitor­
ing. 

Plans are in place to integrate these two 
systems into a single key system (OMC). The 
first step in this rationalisation is to make the 
software on both systems the same; rationalisa­
tion of the computers will take place later. This 
initial step will occur in early-1991. 

The OMC is a key system within the FARMS, 
TAMS, PAS and NCDMS strategic systems 
areas. 

Network Operations and Maintenance 
System 1 INOMS 1 l 

The Network Operations and Maintenance Sys­
tem I (NOMSl) is a recently developed network 
support system. The system has been described 
in some detail in a previous article4 where it was 
known as the alarm collection facility. NOMS l 
is used centrally to collect, filter and display 
alarms from exchanges, network power and 
building environmental services plants, and 
some transmission equipment within an NOU 
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catchment area. The system also provides access 
to remote administration facilities for TXFA 
exchanges. 

This system has been selected to support the 
standard practices dealing with digital and TXE4 
exchange maintenance, network power and 
building environment maintenance and trans­
mission surveillance. 

The NOMS I system is a key system for the 
fault and repair management system (FARMS). 
It contributes to the 'receive faults and status 
reports' SSP process. 

Plans and proposals exist to further enhance 
the product to receive more extensive alarm 
information and extend the remote administra­
tion facilities. 

Customer Service System (Repair 
Handling) 

The Customer Service System (repair handling) 
is used to transfer customer-reported network 
faults between the customer-facing organisation 
and the NOU, and allows the NOU to report 
repair progress back to the customer-facing 
organisation. Service-level agreements have 
been defined for the handling of repairs using 
this interface as part of the NAIP Platform. 

Repair handling statistics are produced on the 
handling of tasks passed over the interface to 
allow monitoring of the service-level agreement. 
This information is also used to aid the meas­
urement of the reliability of the exchanges being 
managed by the NOU. 

Network Operations and Maintenance 
System 2 (NOMS2) 

NOMS2 is a recently developed system that 
interfaces to NOMSl for the reception of net­
work fault information. The NOMS2 system is 
the first-phase work management system. The 
system holds details of staff experience, current 
location, method of contact and current tasks in 
hand. By using this information, all tasks requir­
ing allocation to field staff are allocated and 
progressed. 

The NOMS2 system is part of the force and 
work management systems (repair) SSA and 
contributes to the SSP process 'administer force 
and work'. 

Network Monitoring (NETMON) System 

The network monitoring (NETMON) system, is 
used remotely to monitor transmission equip­
ment. It receives alarms centrally and provides 
the NOU with an indication of the status of all 
transmission equipment being remotely man­
aged. This aids the location of faults and hence 
the dispatch of personnel to appropriate sites. 

NETMON also provides performance infor­
mation on the fault rates of transmission equip­
ment being monitored. 

This system provides key functionality within 
the fault and repair management system SSA, 
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particularly associated with the process 'receive 
faults and status reports'. 

It is proposed that an interface be provided 
to feed NETMON alarms into the NOMSl 
system to provide an overall 'picture' of the 
network from a single display. 

Digital Specific Equipment Assignment 
(OSEA) System 

The digital specific equipment assignment 
(DSEA) system is used to record details of the 
physical routing of circuits through each trans­
mission node in the netv.•ork. It contains infor­
mation on the tie cables used within the node 
site to connect the various equipment together 
and details of the physical equipments used. This 
information is used with other sources (JNS, 
MANUS) to allow manual correlation and diag­
nosis of transmission faults. 

This system is a key data source for the fault 
and repair management systems SSA. 

Main Network Utilisation System 
(MANUS) 

The main network utilisation system (MANUS) 
is used to assign and record details of the routing 
of 2 Mbit/s circuits through the trunk network; 
typical information includes the primary service 
being carried over the circuit (for example, 
public switched telephone network (PSTN), 
MegaStream), the transmission network nodes 
(for example, transmission repeater stations) 
and the transmission equipment at each node 
used to carry the circuit. This information is 
used with other sources (JNS, DSEA) to allow 
manual correlation and identification of trans­
mission faults. 

This system is a key data source for the fault 
and repair management systems SSA. 

Junction Network System 

The junction network system (JNS) is similar to 
the MANUS system, but is used for the junction 
and local fibre networks. It is used to record 
details of analogue and digital routing through 
these networks at all levels. This information is 
used with other sources (DSEA, MANUS) to 
allow manual correlation and diagnosis of trans­
mission faults. 

This system is a key data source for the fault 
and repair management systems SSA. 

A study has been commissioned by the NCAH 
to investigate the possibilities for rationalisation 
of the MANUS, JNS and DSEA systems into a 
single system, the integrated network system 
(INS). 

TRACKER 

The TRACKER system is a single-user knowl­
edge base that allows an inexperienced operator 
to give guidance to similarly unskilled field staff 
on the diagnosis and repair of faults. The system 
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contains information on TXD, TXE4, pulse­
code modulation (PCM) and power equipment. 

This system is a data source for the fault and 
repair management systems SSA and contributes 
to the 'provide maintenance assistance' SSP 
process. 

Although this system is not key in the FARMS 
SSA, proposals are underway to move the 
knowledge base onto a more flexible computer 
system to allow multi-user access. This will then 
allow easier future migration onto a key system. 

Exhange Performance Information 
Collection (EPIC! System 

The exchange performance information collec­
tion (EPIC) system is used to generate exchange 
performance information reports. Raw data is 
collected at various intervals from the MAC and 
A51 fault detection/recording systems and sent 
to the EPIC system by the manual initiation of 
an automatic data transfer mechanism. 

This system provides key functionality in the 
performance assessment systems SSA. 

Proposals are being investigated to automate 
fully the data collection process in the short 
term. In the longer term, this system is proposed 
to be integrated into the consolidated network 
performance system PSCARF. 

Service Protection Utilisation Database 
(SPUD) 

The service protection utilisation database 
(SPUD) system is used as a central system to 
provide general information on the status of the 
trunk network. Information is provided on the 
status of the service protection network, the trunk 
telephone exchanges and the trunk transmission 
network. Details of major service failures and 
planned works that af fect the capability of the 
network to carry traffic are recorded. 

This system is a data source for the fault and 
repair management systems SSA. Although this 
system is not key in the FARMS SSA, no other 
system holds the same information. 

Performance Assessment System for 
Trunk Exchanges (PASTE) 

The performance assessment system for trunk 
exchanges (PASTE) is used to obtain data on the 
general performance (for example, number of 
isolations, restarts, call failures etc.) of digital 
trunk exchanges. The system provides key per­
formance information to NOU and HQ staff. 
This system supports the standard practice for 
network performance monitoring. 

It is proposed that PASTE is replaced by a 
more comprehensive general performance 
assessment system-the performance statistics 
collection and reporting facility (PSCARF)-for 
which a feasibility study is currently under way. 

The PASTE network support system is part 
of the performance assessment system SSA and 
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contributes to the SSP process 'collect and 
evaluate performance information'. 

Digital Exchange Support System (Long 
Term Log Analysis) (DESS (LTLA!l 

The digital exchange support system (long term 
log analysis) (DESS (LTLA)) system is used to 
process the large volumes of information pro­
duced by exchanges. It is used to provide 
performance information on the exchange equip­
ment and to aid the diagnosis of faults. 

This system provides key functionality in the 
performance assessment systems SSA and is a 
key data source for the fault and repair manage­
ment systems SSA. 

Asset Management for Power and 
Engineering R esources (AMPERE) System 

The asset management for power and engineer­
ing resources (AMPERE) system is used by 
network power and building environmental ser­
vices (P&BES) to manage the routine activities 
associated with network P&BES equipment. The 
system contains a fault history for all equipment 
and is of use in the diagnosis of faults. 

The AMPERE system is part of the force and 
work management systems (repair) SSA and 
contributes to the SSP process 'administer force 
and work'. The system is also a data source for 
the fault and repair management systems SSA. 

Equipment Connection and Inventory 
System IECIS) 

The equipment connection and inventory system 
(ECIS) contains information on the location and 
fault history of network transmission equip­
ments and slide-in-unit•. It is used as a mechan­
ism to transfer fault information to repair centres 
and provide performance information on trans­
mission equipment. Access to fault history is a 
useful aid in the manual diagnosis of faults. 

This system is a key data source for the fault 
and repair management systems SSA and pro­
vides key functions within the performance 
assessment systems SSA. 

Other Systems 

Several other network computing systems are 
necessary to the success of the NAIP Platform; 
however, the level of functionality or data that 
they provide to the NAIP Platform is not as 
significant in relation to those described above. 
These systems are listed below for completeness. 

DESS (EIR) 
EIR (Trunk) 
PLC 
WILDFIRE 
RES PA 
EXPRES 
REMOS 
CRAISE 
Telecom Gold 
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In selecting network support systems for 
NAIP, the NCAB has successfuly reduced the 
number of non-key network support systems and 
prevented action that would limit further savings 
in the future. It has also resulted in the deploy­
ment of an infrastructure, in the LAN, that will 
allow early benefits to be realised from the 
future improvement of standard practices. 

FUTURE SUPPORT SYSTEM 
DIRECTIONS 

As standard practices evolve and other SSAs are 
visited, the requirements demanded of network 
support systems will also evolve. This evolution 
of network support systems under the control of 
the NCAB will ensure that the overall number 
of network support systems reduces, while 
maintaining a consistent set of network admin­
istration functions. All these actions contribute 
to reducing the. costs of network administration. 

Initiatives are already underway to further 
investigate the test access and management sys­
tems (TAMS), network configuration and data 
management systems (NCDMS) and fault and 
repair management systems (FARMS) SSAs 
during 1990. 
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Network Administration Support System Development 

R. J. HELLEUR, M. J. D. TILLEY, and D. E. HUGHESt 

Network management support systems are evolving rapidly from the current fragmented set to the 

'hands-free' future of a consistent jigsaw of high-functionality interworking pieces. lhis article outlines 
the functional pieces in the 'portfolio', the architectural framework which glues them together, their 

open system• computing platform, organisational aspects, and future trends. 

INTRODUCTION 

The technology within the network has advanced 
through digitalisation of both transmission and 
switching, and the introduction of computer­
controlled network elements. The greater relia­
bility of this technology and the ability to 
manage and configure the elements remotely has 
created new opportunities for efficient manage­
ment of the network. 

These opportunitites have been translated 
into a vision for the future operation and man­
agement of the network, initially through the 
Network Administration Task Force (NATF) 
and subsequent refinements in terms of architec­
ture (Network Management Architecture), and 
process (Strategic Systems Plan (SSP)). 

THE VISION 

The vision can be summarised as: 

•end-to-end network management; 
• functional coverage of the whole network life 
cycle; 
•fully integrated functionality; 
•flexibility-evolution and growth; 
• high levels of automation/decision support; 
and 
• conformant to architectural objectives: 

(a) network management hierarchy, 
(b) Co-operative Networking Architecture, 

and 
(c) open systems platform. 

End-to-End Management 

It is essential to be able to manage networks 
made up of elements from dif ferent vendors and 
different generations of equipment in a consist­
ent manner, so that the network can be viewed 
as a complete entity which provides a managed 
service platform. 

Whole Life Cycle 

Networks and services must be managed from 
'cradle to grave' (Figure I), covering: 

t Network Management Department, British 
Telecom Research and Development 

British Telecommunications Engineering, Vol. 9, Oct. 1990 

FORECASTING 

NETWORK AND 

REHYICE 
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STATISTICS BILLING 
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IN-SERVICE 

MAINTENANCE 

REPAIR 

Figure I-Communications management-life 
cycles 

Forecasting 
Requirements analysis 
Detailed dimensioning and project planning 
Data building 
Installation and commissioning 
Maintenance/billing/traffic management 
Repair 
Performance analysis and review 
Enhancement/withdrawal 

Hands-Free Operation 

It is essential to give network managers a high 
level of automation in order to enable them to 
cope with the levels of complexity involved, vast 
amounts of data, apparently random nature of 
problems, and the need for speed, accuracy and 
consistency in decision making. 

This requires: 

(a) incidents to be analysed automatically 
with the manager's concurrence being sought to 
the solution offered; 

(b) automatic restoration of service to be 

achieved whenever possible; 
(c) jobs despatched to the workforce based 

on an optimum approach to jeopardy, costs, 
tactics and company image; 
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(d) customer's notification of service af­
fected generated automatically to the appropriate 
customer-facing unit; and 

(e) performance statistics kept and analysed 
on all key processes. 

DEVELOPMENT CHALLENGES 

The challenge for the system developers is to be 

responsive and meet new requirements quickly, 
while producing enduring systems which fit 
within an integrated set-the jigsaw-the whole 
evolving towards the Network Administration 
Implementation Programme (NAIP) and SSP 
vision in a cost-effective manner. 

The developers have to move from a position 
of well over 200 systems. most of which do not 
interwork, and many of which no longer offer 
all the essential functions, to a set of around 40 

fully-integrated high-functionality key systems. 
Functions must be brought into line with the 

required business processes and must evolve to 
match the demands of new network technologies 
and topologies. For instance, planning rules fOr 
fibre systems must be continually reviewed to 
encompass increasing capacities and repeater­
less operation. 

Systems must also take account of the chang­
ing operational organisations and procedures, 
and solutions must be mounted into a computing 
framework which can evolve without damaging 
the software investment already made. 

Solutions have to be achieved within four 
planes of change as illustrated in Figure 2. 

THE DEVELOPMENT ANSWERS 

To meet these challenges the developments must 
have: 

• Good Overall Arrhitecture A standard frame­
work to enable consistent interoperable solutions, 
as explained further in the next Section. 
• High Internal Modularity To promote re­
usability and control the impact of change by 
containing it in well defined pieces. 
• Good Development Tools and Methods To 
gain efficiencies and pace. 
• Quality Development and Support Processes 

To ensure deliverable milestones are met with 
confidence. 
• Small Company/Large Company Approach 

To enable responsiveness, speed and innovation 
to take place within a strong quality regime and 
in tune with strategic evolution paths. 

ARCHITECTURE-AS AN ENABLER 

What is an Architecture? 

An architecture: 

•defines concepts and terms for explaining 
systems, 
• provides a model for reasoning about systems, 
•provides a base specification for systems 
building blocks, 
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• provides a design process for putting systems 
together, 
•defines messages and protocols for interwork­
ing between systems, 
•decomposes functionality into layers, systems 
and modules, and 
•provides a framework for controlling the 
evolution of a portfolio. 

Without an architecture, each new set of 
requirements is likely to produce a new support 
system, often developed with little or no inter­
working capabilities with other systems, and 
often built from different software technologies 
on different computer platforms. 

In order to explain the in1pact and benefits of 
the architectural approach, each element of the 
architecture will be described and the way it 
contributes to the success of systems develop­
ment defined. 

'Business' Architecture 

This 'enterprise' perspective concentrates on 
business process analysis, as employed by the 
SSP. This has defined all of the processes that 
are carried out in efficiently running an ad­
vanced telecommunication network organisa­
tion. By examining how these processes are 
grouped into logical systems and how each 
group of processes exchanges information with 
other groups, so an ideal set of systems and 
interfaces can be defined. 

Network Management Hierarchy 

In parallel with the process view of the support 
systems, a layered view has been defined, prag­
matically grouping systems according to their 
role. T hus service management systems are 
distinguished from nctv.1ork control systems and 
element managers. (Figure 3.) 

Physical Architecture 

The NAIP has created a coherent deployment 
architecture which deals with the physical place­
ment of hardware and people. The lead article 
in this issue of the Journal describes the concepts 

- PEOPLE 

- GROUPS OR DU T IES 

- SKILLS 

- PROCEDURES 

- MAINTENANCf 

- PLANNING 

- REPAIR CONTROL 

- TRAfFIC CONTROL 

- DATA BUILDING 

- COMPUT�AS 

- TEFlMINALS 

- DATABASE MANAGER 

- (TC 

Figure 2 
Linked planes of 
change 
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of the network operations unit (NOU), network 
field unit (NFU) and network administration 
computer centre (NACC) structures, which are 
a vital pan of the overall architecture. 

Interface Architecture 

The interface architecture provides the means to 
link all the pieces of the jigsaw together. By a 
mix of Open Systems Interconnection (OSI) 
products and pragmatic proprietary products, 
(for example, SNA, DECNET), a communica­
tions infrastructure will be deployed to connect 
users to systems, systems to other systems for 
information sharing, and systems to the network 
elements they are managing. 

Key standards for these interfaces are being 
defined in the Co-operative Networking Archi­
tecture (CNA-M) programme. 

Data Architecture 

Data architecture offers the ability to standardise 
what the processes need to talk about. Defining 
the structure and format of the key information 
items provides a common currency which may 
be shared by the complete family of suppon 
systems. 

PROJECT SPECIFIC 
CNA-M FUNCllONAL PARTS 

The object-oriented style of the CNA-Manage­
ment communications protocols will force the 
standardisation of objects as well as simple data 
structures. Work is progressing rapidly on crea­
ting the standards in the CNA-M programme and 
external standards bodies like ISO, CCITT and 
the OSI Network Management Forum. 

System (Computing) Architecture 

The system architecture defines how a panicular 
system is constructed, rather than the functional 
role it plays within the jigsaw. 

This deals with the following main compo­
nents, as illustrated in Figure 4: 

• computer hardware, 
•operating system, 
•database management system, 
• transaction processing, 
•communications drivers, 
•man-machine interfacing (MM!), and 
•application programming interface (API). 

There is a drive by the computing industry 
to create standard 'open' interfaces to these 
elements, based on UNIX/POSIX and X Open 
standards to produce the open platform. 

The system developers are also driving to­
wards reusable sub-functions and utilities. 

1 I ,I IPL'"''"' I , "'"'
,I AGCEss. 1 I EVENT CONFIGUR!UION PERFORMANCE DESIGN RESOURCE SECURITY flNANCE OA1ll 

These two initiatives are being brought 
together in the Generic Systems Architecture 
(GSA). 

OPEN 
PLATFORM 

. -.. ·.··: :;:::::::·-·:\\((Af'PLICATIONS. l'floGRAMMING INTERFACE (API) ::-;· :;;:::;::::-···' . 

USER INTERFACE COMMUNICATIONS (OSI) 

TRANSN::TION PROCESSING MIAllASE 

PORTABLE EXECUTIVE 
( OPERATING SYSTEM) 

HAR!JNARE PLATFORM 
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INTEGRATION AND EVOLUTION 

SSP, ONA-M, Generic Systems Architecture 
and the Network Control Architecture Board 
(NCAB) 5 year vision for suppon systems 
evolution have all contributed to creating a clear 
picture of how suppon systems will look in the 
future. It is imponant, however, that a very 
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pragmatic approach is taken to realising this 
vision. 

A balance must be struck between achieving 
the benefits to be gained from a cleaner archi­
tecture and structure against meeting an urgent 
and genuine business need for improved func­
tionality and integration. The benefit of a clear 
vision is that it helps to ensure that each step 
taken moves us closer to our ultimate goal. 

The key drivers in evolving BT's support 
systems are: 

• Increasing and in1proving functionality to re­
flect changing business requirements and oper­
ational experience. The focus will be on value 
for money. 
•To improve efficiency and productivity 
through the interconnection of existing systems; 
for example, OMC-CSS, CSS-Workforce Man­
agement etc. The growing availability of OSI 
standards and products will be an important 
enabler for this activity. 
• To reduce the amount of software develop­
ment for each new requirement by implementing 
a core of reusable softwdre. This will reduce the 
time and cost of future developments and im­
prove quality. 
• To benefit from the high-functionality high­
performance low-cost computing platforms 
which are becoming available in the open sys­
tems arena. This requires the development of 
applications to rigid portability criteria based on 
open standards. 
•To bring the private network (Concert™) and 
public network management product portfolios 
together which will support BT's joint aims of 
a cost-effective network operator, and a major 
supplier of network management systems to 
external customers. 
• Reshaping existing systems to conform to 
CNA, open standards, and the Network Man­
agement Department (NMD) Generic System 
Architecture. 

It is important to note two key aspects: 

• The targets of functional vision and architectu­
ral conformance are moving targets practical, 
attainable subsets of these have to be chosen from 
time to time to give the next realistic goal set. 
• Each product in the portfolio will potentially 
evolve to the next conformance target by a 
different set of stepping stones and at a different 
pace from other products. 

Fully deployed, large-scale systems (for 
example, the operations and maintenance centre 
(OMC)) will achieve interoperability early but 
will probably delay porting to the open system 
until late in the programme to avoid waste of 
effort and to utilise fully existing computing 
investments. 

Indeed, some very stable mature systems may 
never be ported if their viable life span does not 
warrant further development and computing 
costs. 
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New systems (for example, the network oper­
ations management system (NOMS)) will gener­
ally be close to full conformance from the outset, 
and will gradually evolve to synchronise with 
updated targets. 

Utopia will be achieved in small steps. 

THE PORTFOLIO-JIGSAW 
The current portfolio is made up of several 
loosely coupled key systems, each performing 
operations and management functions for a part 
of the network. Figure 5 shows in simplified 
form how the systems relate to the network and 
each other. 

Switch Management 
Switch management is carried out by the OMC 
for local exchanges and the operations and 
maintenance unit suppon system (OMUSS) (an 
OMC derivative) for trunk exchanges. This 
system has clocked up over 3000 system months 
of reliable service since its introduction in 1984. 
As the first major network management system, 
it has paved the way for the NACC/NOU 
structure. 

There are over 60 systems in field service, 
with over l 0 OOO registered users, covering all 
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CSS: Customer Service System 
NMW2: Network managen1ent workstation 

DCSS: District control support system 
NOMS: Network operations management system 

FAS: Fibre access system 
OMC: Operations and maintenance centre 
TMS: Transmission monitoring system 
DDC: District data collector 

DESS: Digital exchange support sys1em 
OM USS: Operations and maintenance uni! support system 

Figure 5-Relationship of current operations and maintenance systems 
to network 
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(a) interoperability links to JNS (and the 
network equipment allocation system for the 
proposed British Telecom International deploy­
ment), OMC and NOMS2; 

(b) basic correlation functions; 
(c) adoption of NMW2 man-machine inter­

facing; and 
(d) porting to open platform when cost ef­

fective to do so. 

Local Access Management 

The flexible access system (FAS) is a system 
which has been developed to manage fibre in 
the local loop. Systems have been installed for 
the City Fibre Network and Docklands. 

The support system, the service access con­
trol centre (SACC), once more shares a common 
lineage and technology platform with OMC 
combined with the ICENI database produced by 
NMD, and used as an element in the service desk 
and facilities management systems. 

FAS was the first system to attempt to adopt 
the network management hierarchy, with well­
defined interfaces between the service access 
control centre (SACC) (network level controller) 
and element managers developed by the equip­
ment suppliers. It also adopted the network 
management workstation (NMW I) to remove a 
multitude of various terminals. 

Until the future of the FAS is fully deter­
mined, the SACC will not be enhanced and 
evolved. However, the structure of future ad­
vanced local access management is being con­
sidered based on experience from FAS, LLOFT 
(the Local Loop Optical Fibre Trial) and cable 
TV management. 

Data Management and Performance 
Analysis 

The digital exchange support system (DESS) 
consists of many applications which are grouped 
together under a single code name. Some of the 
functions these applications perform arc: 

(a) data build for new exchanges and major 
upgrades; 

(b) generating network performance statis­
tics by analysing the large volume of data 
generated by switches; 

(c) providing a national reference source for 
charging information, and associated validation 
tools to ensure charging integrity; 

(d) providing a database and tracking mech­
anism for all ex.change incident reports; and 

(e) a register of the hardware and software 
build levels for all exchanges in the network. 

DESS is a major system which runs on one 
of the largest VAX cluster configurations in the 
world. It supports a population of 2000 users, 
140 of which may be simultaneously logged into 
the system. A typical daily work.load for DESS 
would be analysing 1 · 4 Gbyte of exchange 
generated data, producing 35 thousand pages of 
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printout, and writing or reading 1500 exchange 
cartridges. 

The key evolution targets for DESS are: 

(a) to provide faster communications links to 
users, and 

(b) to widen data management and perfor­
mance analysis functionality. 

Moving to the open platform will be a low 
priority until the current computer investment 
needs to be replaced. 

Alarm Management 

The network operations and management system 
(NOMSl )  collects alarmable events from a num­
ber of sources, including power and buildings. 

It is implemented on M6000/UNIX equip­
ment and shares a common display design with 
the alarm handling system (AHS) of OMC. 

NOMSI will evolve to become the standard 
alarm collection mechanism, will adopt the full 
CNA architecture, and will be linked into 
NOMS2. 

Work Management 

Decision support systems have been added on 
top of the basic surveillance and control infra­
structure represented by OMC, TNS and 
FAS/SAC C. 

DCSS is a PC-based product concerned with 
out-of-hours workforce management. Incidents 
are entered manually into the system. which 
automatically selects the appropriate member of 
staff to carry out the task and pages him/her. 
While originally intended to handle network 
tasks, the system is used to handle other events 
such as motor transport, publicity etc. This 
system has proved invaluable during periods of 
high workloads such as those generated by major 
storms. 

This system was introduced in 1988 and is 
now in nationwide use. It will eventually be 
encompassed in the evolving NOMS2 and work 
management development. 

NOMS2 is a comprehensive work manage­
ment system and is an example of how a 
corporate research project has rapidly been 
pulled into a quality field system for deployment 
in network operations units. NOMS2 currently 
provides: 

(a) a comprehensive resource roster giving 
full details of all available staff; 

(b) a database of all tasks which have to be 
dealt with by the workforce; 

(c) a set of work allocation tools which allows 
the distribution officer to assign tasks quickly and 
effectively to the appropriate individuals; 

(d) automatic monitoring facilities to check 
on jobs which are approaching, or are in, 
jeopardy: and 

(e) the generation of work.lists for each mem­
ber of staff. 
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Having been field trialled in the West Mid­
lands, NOMS2 is now being rolled out nation­
ally, The system has been developed as a generic 
work management system and is being enhanced 
to cover other workforces such as installation 
and repair, and will represent a key part of the 
work management pilot m East Midlands during 
1991, 

The system is the first to be built with 
object-orientated design, using an open platform 
and with INTERNET communications. It will 
evolve to be fully conformant with CNA during 
1991/92. 

User Interface 

The network management workstation offers 
powerful windowing workstation functions ca­
pable of displaying and manipulating informa­
tion through an interactive multi-window 
display. 

Such a workstation is becoming essential to 
allow staff in the NOU to access, update, and 
correlate information from a number of different 
sources. The ability to transfer data without 
re-keying and to cross-check multiple vicv.:s of 
information ensures quality and saves time. 

Because this is a recent product it complies 
with ONA-M and open systems standards such 
as POSIX, Xl I, and I-NET. This shows how 
network management systems are rapidly evol­
ving to meet open architectural goals. 

Electronic Information System 

The electronic information system (EIS) allows 
NOU staff to access information in electronic 
form. It will replace the large number of refer­
ence manuals which are difficult to access, slow 
to update, expensive to reproduce. and often 
presented in different formats. By providing the 
ability to rapidly cross reference, index and 
search, staff will be able to access the appropri­
ate information they require to make an effective 
decision. 

EIS is still undergoing field trials. 

FUTURE 

A growing influence over the next few years will 
be seen from the use of knowledge-based sys­
tems and, more generally, advanced information 
processing. These techniques will be applied to 
decision support functions throughout network 
management. 

Initial simple versions have already started to 
show through in NOMS2 and EIS. More com­
plex approaches are at the demonstration stage 
and will soon reach field products particularly 
in respect of event correlation, traffic manage­
ment and planning aids. 

ORGANISATION FOR SUCCESS 

There are some essential organisational aspects 
to achieving successful systems developments: 
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Partnerships Given the pace of change and 
the complexity of the various threads which 
must be woven together. it is increasingly vital 
that all developments arc created and steered by 
a collaboration of Headquarters, field and de­
velopment staff. within the guiding framework 
of NAIP/NCAB. 

Whole Life C_vcle Solution.1 Systems need to 
be managed from the 'cradle to the grave', with 
the above partnership operating throughout. 
Continuous review and field assessment is 
needed to ensure that systems continue to pro­
vide adequate service, and that users arc trained 
to get the best results from these investments. 

Phased Delivery A regime of phased de­
liveries, normally on a 6-monthly cycle, is 
recommended to provide the earliest added 
value and facilitate inter-working tests, proce­
dure updating and staff training, by dealing with 
these in controllable tranches. 

Strong Emphasis on Requirements Analysis 
It is vital to obtain clarity in requirements, 
including essential functionality, performance 
targets, level of conformance and supporting 
attributes such as resilience and security. Fast 
prototyping and quality tick lists are increasingly 
helping \\:ith these issues. 

Good Methods and Tools Developers arc 
continually improving the methods and tools 
used to support all stages of the lite cycle, and 
are increasingly using metrics to identify those 
areas ripe for further improvements. 

Key target areas, currently, are requirements 
analysis and sy5te1n tc�ting, but, as reusability 
increases, the need for very sophisticated change 
and version control tools will grow. 

Quality, but Responsive BT developers 
either have, or will imminently acquire, 
BS5750/IS09000 accreditation for their quality 
management systems. This brings a recognised 
and consistent formality to the operation of the 
methods and is an essential framework to avoid 
failure. 

However, it is also important not to stifle fast 
low-cost initiatives to deal ¥.:ith hot-spot prob­
lems with lighter-weight quality controls. 

CONCLUSIONS 

This article has outlined the target v1s10n for 
support systems offering 'hands free' network 
management. It has also indicated the number 
of drivers and planes of change affecting the 
production of viable cost-effective solutions 
which gradually approximate to that vision. 

The current portfolio of systems already has 
high functionality, which will provide a very 
sound base once interoperability has been 
achieved; this should show through into the field 
in 1991/92. 

The enabling nature and multi-dimensional 
aspects of architecture have been sketched, and 
the fact that such targets as the open systems 
platform are continuing to change with time has 
been outlined. 
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Evolution issues have been addressed and 
some of the key systems in the portfolio have 
been outlined and their individual evolution 
paths sketched. 

Finally, and most importantly, the key facets 
of organising to achieve successful systems have 
been considered . 
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The Network Field Unit-Its Role, Definition and Operation 

P. W. BLAKEt, and P. G. S. LAMB* 

The network field unit (NFU) forms one of the three tiers of the evolving Network Mministration 

Implementation Programme which is designed to provide a range of systems to support and administer 
a high-quality digital network. This anicle describes the relative roles of the NOU and NFU, and the 

criteria to be used when determining NFU boundaries. It also outlines the methods to be adopted for 
allocating work to the field force under the control of a work management system and describes the 
evolutionary arrangements to be adopted for communications between the NOU and NFU. 

INTRODUCTION 

The Network Administration Implementation 
Programme (NAIP) is designed to reduce costs 
and improve service to the customer by estab­
lishing the following principles for managing the 
BT network: 

• separation of customer service management 
and network management while maintaining 
clear and effective links between them; 
•standardised provision-of-service procedures 
for all services, utilising common systems, 
single-point end-to-end allocation and automatic 
pre-testing; 
• a standardised fuult reporting and testing 
system with open access and communications 
between network and service organisations; 
• a single network encompassing all existing 
network functions/organisations and services; 
and 
• hands-off administration with automation of 
activities and faster response times. 

The establishment of a three-tier operational 
structure, covering all networks, is fundamental 
to NAIP. The three-tier structure (Figure l )  
comprises: 

Central Operations Unit (COU) where na­
tional operational functions, which need to be 
undertaken from a single centre for the totality 
of the network, are performed. 

Network Operations Units (NOUs) compris­
ing around nine operational centres nationaUy, 
strategically sited, from which all aspects of 
network performance are controlled. 

Network Field Units (NFUs) comprising up 
to 50 geographical management areas containing 
field teams dealing with all tasks requiring 
physical presence at network plant locations. 

t Trunk Network Operations, South West Region, 

British Telecom UK 
* Network Operations Support, British Telecom 

UK 
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Figure 1-NAIP organisational structure 

Other articles in this issue of the Journal 
describe the fundamentals of NAIP and the roles 
of the COU and NOU. The purpose of this 
article is to describe the role of the NFU within 
the overall NAIP structure. 

THE NETWORK lN 1995 

To assist in gaining an understanding of the 
objective in creating NFUs, it is important to 
appreciate how the network will have evolved 
by 1995 when NAIP will be fully implemented 
and effective. 

T he public switched telephone network 
(PSTN) will be based on a highly-functional 
digital mature network based on relatively few 
high-capacity super-nodes supported by an over­
lay network of intelligent databases. With the 
exception uf lhe Telex service, all other services, 
such as those provided by private data networks, 
derived services network and private service 
overlay networks, will be digital, or will at least 
have some of the features offered by a digital 
network. Some access will be via fibre, others 
will be via customer or street-furniture multi­
plexers. Approximately half the network will be 
used for carrying private services. Synchronous 
digital hierarchy (SDH) will be the basis for a 

fully managed transmission network. 
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Approximately 20% of customer connections 
will be served by enhanced TXE4 exchanges 
which will have the ability to emulate, as far as 
the user is concerned, the characteristics of 
digital exchanges. 

Customer access to the PSTN is still likely 
to be over a predominately copper-based local 
loop, which will be well developed as far as 
capacity and serviceability are concerned. There 
will, however, be a fibre architecture available 
to service all principal business parks and prov­
incial city centres. Fibre/street multiplex tech­
nology will become the emerging bearer 
medium for integrated service provision in large 
urban conurbations. Also, some of the shon­
haul overhead plant and customer apparatus 
internal wiring will be eliminated by the expan­
sion of telepoint technology and cordless tele­
phones. 

Plant will be of a high reliability, with the 
ability to be monitored and administered remote­
ly from a single centre covering a large geo­
graphical catchment. Much of the decision 
taking, work planning and management func­
tions will be automated leading to a reduction in 
overhead suppon costs for the administration of 
the network. Capacity monitoring will also be 
automated along with much of the fundamental 
network planning activities. 

As far as customer perception is concerned, 
the network will be transparent to all the func­
tional networks or services provided. 

An evolving network, as described above, with 
inherently more-reliable equipment and capable 
of being managed from a centralised operational 
centre, requires a fundamental re-appraisal of the 
roles and responsibilities of operational field 
teams, together with a review of how best to 
organise and manage the tasks required to be 
undenaken at network plant locations. 

This review has resulted in the development 
of the NFU concept as described in the following 
paragraphs. 

THE ROLE OF THE NETWORK FIELD 

UNIT 

The NFU is essentially a geographical area 
which contains the network field force and 
managers who are responsible for undenaking 
all tasks requiring physical presence at network 
plant locations. Work prioritisation, scheduling 
and tracking will be controlled from the NOU. 
It is based on a management structure that 
reflects the work load of the geographical area 
rather than an accommodation centre in the 
traditional sense. The role of the NFU manage­
ment will be to supervise people undenaking 
work directed to them via a manual or automated 
work management system. The work can be 
originated from the NOU, customer-facing cen­
tres or fro1n son1e other unit in BT requiring 
work to be carried out by the NFU field force, 
but all work will be received from a single 
distribution point located in the NOU. 
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RELATIVE ROLES OF THE NOU AND NFU 

The evolving digital network has been designed 
with remote administration capability and the 
NOU will monitor the network and be the sole 
point for receiving fault repons from customer­
facing units. The NOU will direct field staff, via 
an automated work management system, either 
to maintain service or to increase network ca­
pacity to meet growth. It will specifically replace 
all the variety of network control centres estab­
lished over many years. 

The NOU will, therefore, have overall re­
sponsibility for serviceability of the network and 
quality of service. However, it can only dis­
charge this responsibility in co-operation with 
the NFU. Thus, although the NFU does not have 
a direct responsibility for quality of service and 
serviceability, it will make a highly significant 
contribution to network performance. It will be 
essential for the relative roles and responsi­
bilities of the NOU and NFU to be clearly 
defined and agreed. Some of the parameters to 
be used for measuring relative performance and 
efficiency of the NOU and NFU are described 
below. 

Figure 2 illustrates the relative roles of the 
NOU and NFU, whereby the NOU detects a 
fault condition, identifies relative priority, ident­
ifies an available member of the NFU field force 
with appropriate skills and in a suitable location 
and directs him/her to the required network 
plant location with specific advice regarding 
corrective action to be taken. 

NOU/NFU PERFORMANCE CRITERIA 

As indicated above, the NOU will be responsible 
for the overall quality of service given by the 
digital network and will direct and control all 
activities on the network. The NFU will be 
responsible for providing a highly trained work­
force, skilled in a wide range of tasks and 
specialisms, and undertaking hands-on activities 
at network plant level to a very high quality 
standard. 

Figure 2 
NOU-NFU 
relationship 

s 
NOU 

WURK MANAGEMENT COMPUTERS 
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The NOU and NFU organisations will each 
be required to meet a defined range of perfor­
mance criteria in order to achieve the overall 
network quality-of-service standards. Typical 
criteria for digital exchanges are identified 
below: 

NOU Performance Criteria 

Processor down time 
Customer-reported faults per exchange con­

nection per annum 
Exchange faults (MSS failures) 
Test call failures (derived from internal sys­

tem measurements and measurement and 
analysis centre (MAC) statistics) 

Telcare results 
Percentage of customer faults processed 

within 15 minutes 

NFU Perfonnance Criteria 

Percentage of tasks started in l hour from 
issue to field 

Tasks completed per man per day 
Maintenance cost per exchange connection 
Percentage repeat faults 
Percentage exchange connections provided 

by customer-required date 
Percentage faults cleared in 2 hours 
Clearance time for Service Care customer 

faults 

The above criteria are examples of those 
which will require development with the aid of 
support systems to enable all defined perfor­
mance statistics to be clearly quantified, 
measured and published. 

MULTI-SKILLED WORKFORCE 

A mobile multi-skilled workforce responding to 
work allocated to them from a work management 
system is part of the vision of a fully operational 
NFU. The convergence of technology. its relia­
bility and deployment are driving the network 
field force in this direction. Multi-skilling can be 
achieved in many ways; for example, across 
technologies or across functions. 

The introduction of a multi-skilled field force 
will be an evolutionary process which is planned 
to be introduced progressively throughout the 
period during which NAIP is implemented be­
tween now and 1995. 

It is important to recognise what is meant by 
multi-skilling. It does not mean that each tech­
nician will be expected to undertake all field 
tasks, but rather that his/her skills will be used 
wherever they are appropriate and where the 
relevant training has been provided. It will 
enable people to take on a wider range of tasks 
and so enhance their job satisfaction. 

The key enablers which will assist the intro­
duction of multi-skilling are: 

• development of an appropriate training pro­
gramme; 
•work management systems; 
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•availability of expert or knowledge-based sys­
tems and appropriate support systems; 
•good industrial relations, utilising and build­
ing on current re-patterning agreements; 
• development of a culture change throughout 
the field force by a programme of communica­
tion and education; and 
• availability of appropriate up-to-date do­
cumentation and procedures. 

A single multi-skilling scenario is not benefi­
cial throughout the network organisation and a 
flexible approach will need to be adopted taking 
due account of factors such as NFU size and 
density, system mix, rural geographical con­
siderations, existing skill base, and availability 
of expert systems, training courses and technical 
support. 

Three types of NFU can be identified, which 
are explained further in this article. They are: 

•rural, 
•urban, and 
•city. 

The level of multi-skilling which can realis­
tically be implemented will be maximum in the 
rural environment and minimum in the major 
city locations. 

ROLE OF THE FIRST LINE FIELD 
MANAGER 

Traditionally, field managers have either oper­
ated in a service/maintenance or provi­
sion/works environment. The works manager is 
responsible for carrying out a programme of 
work which is dictated by others; the basic 
function is to execute the plan in the most 
effective way taking quality and cost into con­
sideration. In the case of the maintenance man­
ager, whose current function is to maintain the 
grade of service, the situation is different in as 
much that maintenance activities are part reac­
tive and part pre-emptive, The maintenance 
manager has had the responsibility for leading 
the maintenance effort with a view to pre-emp­
ting customer-reported faults. 

The role of the maintenance manager will 
change significantly with the implementation of 
NAIP, introduction of network surveillance and 
work management systems and will, in fact, 
align closely with that of the works manager. 
The overall role of the field manager will be: 

(a) to ensure that work as directed by the 
work management system is carried out effec­
tively, safely and within required time-scales; 

(/J) to ensure that work is undertaken to the 
agreed quality standards; 

(c) to ensure that the field force is trained to 
meet the changing demands for skills; 

(d) to ensure that the field force is deployed 
in an optimum manner to meet the required 
response times; 

(e) to lead, motivate and appraise the field 
force; 
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<fl to be technically proficient in the field of 
work he/she is responsible for; and 

(g) to ensure that a minimum pool of techni­
cians is available to attend to network task 
requirements. 

NFU BOUNDARY SELECTION 

Boundary Selection Principles 

Mention has already been made in the Introduc­
tion that NAIP would involve the creation of 
around 50 NFUs. Each NOU catchment area 
will be responsible for determining the optimum 
number of NFUs within the NOU catchment 
boundary, taking due account of a number of 
predetermined criteria. 

The embryonic :-IFUs of 1990 cannot hope 
to have the features and network-wide respon­
sibility that they will ultimately have in the late­
l 990s; they will be limited by the old technology 
still in use in the network, the multiplicity of 
overlay networks currently used to provide 
various BT services, the inability of the NOU to 
oversee the entire network it controls, and by 
the existing demarcation of work and skills. 

When NFUs are initially set up they will 
contain the field force covering all disciplines: 
works, maintenance, frame management, circuit 
provision, power, etc. Only a fraction of the 
field force will initially receive their work from 
the NOU (limited by the availability of appro­
priate support systems). Disciplines outside the 
scope of initial NOU functionality will continue 
to receive work from their existing controls. 

Although only a small proportion of the field 
force will initially be directed from the NOU, 
consideration will be given to all work disci­
plines when determining initial NFU boun­
daries. This will ensure that future revisions are 
minimised and the NFU organisation is suffi­
ciently robust to evolve step by step towards the 
ultimate arrangement. 

It is anticipated that the number of NFU s will 
reduce as the network is progressively modern­
ised towards the 1995 vision, and the NOU is 
provided with more advanced network oversight 
and communication with the field force. 

It is considered that the ultimate method of 
dividing up the NOU catchment area into NFUs 
is to provide a self-sufficient mix of people able 
to undertake all field works, maintenance, cir· 
cuit provision and customer-connect tasks within 
each NFU. This arrangement will provide the 
optimum potential to accrue the benefits from a 
fully multi-skilled workforce. Figure 3 shows a 
typical configuration. Thus, ultimately, the 
catchment should not be divided into overlap­
ping slices specialising in particular functions­
one of the objectives of NAIP is to produce a 
single network field force. A possible exception 
to this concept could apply in major city centres 
such as London where the work volumes could 
justify the deployment of specialised field force 
teams. 
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Figure 4-Semi-functional NFUs 

During the early stages of the evolution of 
NAIP, where transmission support systems with­
in the NOU will be limited. there could be 
benefits obtained in terms of fast response to 
customer faults from adopting an NFU for the 
entire NOU catchment area for the field force 
involved in long-haul higher-order transmission 
routes (see Figure 4). This will enable these 
functions to be controlled by a single manage­
ment structure acro:ss the NOU catchment area. 

Both of the approaches described above will 
be trialled in the NAIP pilot areas. 

Boundary Selection Process 

NFU boundaries will be determined by the 
application of a decision analysis process which 
takes due account of the criteria identified in the 
next paragraph against predetermined objectives 
such as 

•minimum cost, 
• speed of response to customer demands, 
•short lines of communication and control, 
•optimising potential for multi-skilling, 
•consistency with NAIP objectives, 
•consistency with processor node boundaries, 
•optimum skills distribution. 
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Boundary Selection Criteria 

The selection criteria to be considered when 
determining NFU boundaries are: 

(a) Transport Infrastructure The needs of a 
mobile workforce must be carefully considered. 
Road links will be sparse where natural features. 
such as moors, rivers, mountains and flatlands, 
predominate. Travelling times will be affected 
by seasonal variations which include inclement 
weather, tourist seasons etc. 

(b) Rural/Urban Features NFU areas 
should be classified as rural, urban or city to 
enable due account to be given to the number 
and density of exchange connections and busi­
ness/residential mix. The degree of field force 
specialisms will vary depending upon this classi­
fication. In the rural environment, the field force 
will have a wide range of skills and serve a larger 
geographical area. 

(c) Discrete System Types Various mixes of 
equipment are used in the network and, although 
one of the objectives of NAIP is to establish a 
field workforce capable of carrying out all 
envisaged work, individual teams within that 
workforce will be required for some specialised 
network elements. The geographical location of 
all equipment types needs to be considered and, 
where possible, similar equipment should be 
grouped into the same NFU in order to minimise 
the number of specialised teams. 

(cl) ttbrkload by Activity It is desirable to 
achieve approximately equal work loads for 
each NFU and overall work activity should be 
determined for the catchment area of each 
remote concentrator centre (RCC). This will 
indicate where work is concentrated in the 
current business and enable future requirements 
to be deduced. 

(e) Node Consolidation The node consoli­
dation exercise undertaken on the digital net­
work was based on criteria similar to those 
recommended for NFU boundary selection; that 
is, analysis of traffic patterns, community inter­
est, customer service and geography. It is ex­
pected that NFU boundaries will be coincident 
with processor ncxle catchment areas or multi­
ples thereof. 

The actual size of NFU s will vary depending 
on the application of the above criteria to 
particular circumstances, but the optimum size 
should also be found to provide the greatest cost 
reductions and best qua]ity of service, while 
providing an effective management structure. 

The minimum size will be such that there is a 
smooth work flow for all specialisms. It must be 
of sufficient size to have the range of skills 
necessary to work on all specialist network equip­
ment within its boundary and to operate effecti ve­
ly during periods of holiday and sickness. 

The maximum size will be determined by the 
objective of an effective management structure 
together with the practical range over which a 
mobile workforce can operate efficiently. 
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It is expected that there will be typically four 
to six NFUs per NOU catchment area with the 
management structure approximating to a 
Level 3 management load. 

NFU SUPPORT SYSTEMS 

The availability of support systems which im­
pact directly on NFU operations will be limited 
during the early phases of NAIP. Ultimately, 
expert knowledge-based systems will be avail­
able with the potential to improve service by 
reducing speed of diagnosis and will direct 
maintenance engineers on first line fault diag­
nosis. 

A work management system is being de­
signed to automate the process of collecting, 
analysing and correlating network tasks from 
network plant surveillance equipment and fault 
reports from the customer-facing organisation. 

It will assess priorities, provide jeopardy 
controls for identification of contractual repair 
times, and allocate, control and distribute work 
in the form of tasks to the most suitable resource. 
Work or task allocation will be based on many 
factors including staff whereabouts, skills, task 
priority and individual work lists. 

NETWORK OPERATIONS 
MA NAGEMENT SYSTEM (NOMS) 

A work management sysiem known as the 
network operations management system 
(NOMS) will be available in embryonic form 
during the initial stages of NAIP. 

NOMS will be used within the NOU for 
collecting, filtering and prioritising alarm inci­
dents and then allocating work out to the NFU 
field force. 

It comprises two elements; 

(a) NOMS/ is an alarm collection facility 
bringing together the Gateway and alarm hand­
ling systems. Initially, NOMS 1 will collect all 
digital and analogue exchange alarms, together 
with po\ver alarms. 

(b) NOMS2 is a multi-user work manage­
ment system developed at British Telecom Re­
search Laboratories and is based on the 
single-user District control support system 
(DCSS) currently used by a number of Districts 
and Regions for call-out control purposes. For 
the initial phase of NAIP, NOMS2 is restricted 
to issuing tasks to staff working on TXD and 
TXE4 exchanges. transmission and power dur­
ing normal working hours and all network faults 
out of hours. 

Thus. NOMS 1 will automatically log TXD 
and TXE4 network equipment alarms, and 
NOMS2 will capture this information from 
NOMS 1 as well as accepting manual inputs, and 
will allocate, control and dIStribute work to the 
most suitable member of the NFU field force 
taking due account of staff whereabouts, skills, 
task priority and individual work lists. 
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Transmission and power and building engin­
eering services work will have restricted control 
via NOMS2 during the initial phases of NAIP 
because of limitations in the current availability 
of surveillance, support and communication sys­
tems. 

NOMS will maximise the benefits of cen­
tralised test and monitor facilities and allow for 
the utilisation of a multi-skilled workforce with­
in a modern network operational environment. 

Figure 5 illustrates the methods to be adopted 
for task handling between receipt of fault repons 
in the NOU and analysis and allocation of tasks 
from the NOU to the NFU for the various 
network plant categories. 

NOU-NFU COMMUNICATIONS 

For the initial phase of NAIP, no new communi­
cations facilities will be required between the 
NOU and NFU because the existing operations 
and maintenance centre (OMC) and Customer 
Service Systems (CSS) terminals in the field 
should be adequate to cope with the limited 
range of network equipment controlled by 
NOMS2. 

Members of the field force will be alened to 
a task issued on NOMS2 via message pagers 
which will direct them to the nearest OMC or 
CSS terminal for funher detailed instructions. 
There will be a menu option available for OMC 
users to provide access to the NOMS work lists. 
The front-end processor in the network admin­
istration computer centre (NACC) will link the 
terminal to the OMC or NOMS2 processor. 
Figure 6 illustrates the communications network 
to be used for the initial phase of NAlP. 

All members of the field force who receive 
work via NOMS2 will be required to log onto 
the system as their first task each morning to 
register availability for work and to receive their 
work list. They will also be required to log their 
location each time it changes to enable NOMS2 
to maintain an up-to-date whereabouts list. 

By early 1992, a dedicated network of M 1779 
terminals should be available to provide NFU 
access to all tools in the NACC. This will consist 
of an INTERNET local area network (LAN) 
bridged to the NOU INTERNET LAN with 
terminals provided at all network equipment 
locations. Figure 7 illustrates the communica­
tion network planned to be in place by the end 
of 1991. 

In the longer term, mobile field terminals 
may be introduced to enable the field force to 
interrogate databases from unstaffed network 
locations, including customer premises and 
street furniture. 

CONCLUSIONS 

NAlP will introduce significant changes into the 
methods currently used to administer the net­
work. This anicle has described how the NFU 
fits into the overall NAIP structure and how the 

192 

ANALOGUE 
FAULT 

CONTROL 

(OOH ONLY) 

------

NFU 

CUSTOMERS 

flELO 
STAFF 
TXE4 

NETWORK 
ALARMS 

NOMS1 

fOR EXAMPLE 
TXl<l 
HE2 

FIELD 
STAFF 

ANALOGUE 
LOCAL 

EXCHANGE 

FIELD 
STAFF 

DIGITAL 
EXCHANGE 

flELO 
STAFF 

REPEATER 
STATION EXCHANGES 

NACC 

NOU 

N F O  

(OOH ONLY) 

RSC: Repair service control 
RNMC: Regional network management centre 

OMU: Operations and maintenance unit 
NOMS: Network operations management system 

OOH: Out of hours 

Figure 5-NOU-NFU task handling 

N0MS2 NOMS 1 OMC 

FT���ET c::======�======:::::=1=1====::::======>--f-riff�P--i 

LAN GATEWAY LAN 

llA:DGf BRIDGE 

T-Nl T PLUS 

FEP: Fron1�end processor 

M1779 

css 

OMC 

NOMS 

Figure 6-NOL"-NFU communications, 1990 

relative roles of the NOU and NFU will bring 
about overall improvements to quality of service 
and reduction in costs by the rapid deployment 
of a mobile, multi-skilled field force operating 
under the direction of an automated work man­
agement system. 

This anicle was written before the Project 
Sovereign reorganisation structure for World­
wide Networks was announced and these organi­
sation changes may impact on some of the 
principles outlined in this anicle. 
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The Practical Issues of Network Operations Unit Piloting 

R. CULSHAWt 

The piloting of projects represents a vital stage in their Life cycle, as it is the transition from what is 

essentially the theoretical to the practical, with all the concomitant teething problems. For a programme 

the size of the Network Administration Implementation Programme (NAJP). not only the piloting but 

also the infrastructure required to support it is of considerable complexity. This article describes the 

setting up of the first pilot network operations unit (NOU), a key element in the evolving British Telecom 
network administration structure, and the auent.funt problems, lessons and impact on staff of 

establishing functions within it. 

INTRODUCTION 

With the strategic approval of the Network 
Administration Task Force (NATF) report by the 
British Telecom UK Main Board in September 
1987, a viable approach was sought to pilot the 
new network administration recommendations it 
contained. It WdS recognised that, to achieve the 
benefits predicted and to test the proposals 
realistically, a catchment area similar in size to 
that recommended for network operations units 
(NOUs), the key building block for the new 
administration structure, would be required. 

The merger of the previous North and West 
Midlands, and Central Midlands Districts in 
early 1988 presented the opportunity of a Dis­
trict catchment area approaching that required 
to validate these proposals. Therefore in April 
1988, the newly formed West Midlands District 
was approached with a view to creating a pilot 
NOU site. With the selection of accommodation 
at Walsall, some nine miles from the centre of 
Birmingham, and the transfer of both Regional 
and District digital maintenance controls to this 
site, the first NOU was declared open in October 
1988. 

In the months that followed, more activities 
were moved to Walsall, and, as a result of 
considerable effort and teamwork, the embryo 
NOU was transformed from being a collection 
of people and functions drawn from two Dis­
tricts and a Trunk Region into an integrated, 
professional and effective network control 
centre. It was not without its problems and the 
task is far from finished; however, the progress 
made over the last 18 months has been excellent. 

This article describes, in outline, the se­
quence of events, the learning process and 
successes of the pilot implementation project. 
W hile those establishing future NOUs will have 
the advantage of more detailed guidance, they 
will still need to address the issues faced during 
the establishment of Walsall and the lessons 
learnt should stand them in good stead. 

t West Midlands District, British Telecom UK 
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DESIGN STAGE 

Inevitably, the first major decision to be made 
in the creation of the pilot site was the selection 
of suitable accommodation. At the outset, there 
was little or no experience on what space would 
be required and how it should be tailored for 
operdtional needs. It was anticipated that some­
where in the region of 3000 m2 would ultimately 
be needed for a fully operational NOU and so, 
in the short timescale dictated, the number of 
potential sites was fairly limited. Fortunately, 
the site at Walsall offered 1500 m2 at an early 
date with the addition of a further 1500 m2 once 
the group switching centre (GSC) located in the 
building had been closed and its associated 
equipment recovered. 

Once Walsall was confirmed as the selected 
site, the next stage was to communicate the 
impending major change in operations to all staff 
involved. This was the commencement of the 
important work concerned with the vital issues 
associated with people and the management of 
change. Team briefs, workshops, and written 
communications were all employed, coupled 
with union consultation, as part of an ongoing 
commitment to build in this area. 

External view of 
Walsall NOU during 
refurbishment 
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Refurbishment 
under way 

False floor and 
ventilated ceiling 
fitted 

With the communications to people under 
way, attention was turned to the physical reali­
sation of the NOU. It soon became apparent that 
this in itself was a vast and complex subject 
ranging from the total communications needs for 
voice and data through to the more mundane, 
but equally important, items such as welfare 
facilities and furniture requirements. For every 
issue that was anticipated at this stage, al least 
two more were to emerge as the project conti­
nued; however, effort expended in basic plan­
ning is rarely wasted as it invariably leads to a 
significant reduction in problems during later 
stages. 

The next question to be addressed was that 
of the basic layout of the floor space. The 
functions that were to be moved into the NOU 
were detailed in the NATF recommendations but 
the order in which these moves were executed 
and the siting of functions relative to one another 
was the subject of debate with the national 
programme teams. Some work on defining task 
volumes and types of interfaces assisted, and 
potential costs and benefits indicated that the 
maintenance or operational support centre 
(OSC) functions, as they are known in the 
Network Administration Implementation Pro­
gramme (NAIP), should have priority. In 

.......... 
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addition, it was seen that certain functions, such 
as circuit-provision control and capacity man­
agement, had a possible close affinity which 
would merit their collocation with the OSC. 

After firm decisions on the floor layout 
came the detailed planning of the building 
works. As an existing operational unit, the 
building already contained a considerable num­
ber of people in addition to the GSC equip­
ment. Some of these people had to be relocated 
and for those that remained the modifications 
required were planned in such a way

. 
as

. 
to 

minimise disturbance. However, cons1denng 
the scale of change, it was inevitable that some 
disruption would occur and the forbearance of 
those people affected over the last 18 months 
is acknowledged. 

IMPLEMENTATION 

To realise a rapid operational presence in the 
NOU, it had been seen early on that, in common 
with many major projects, the construction of the 
unit would need to be executed in phases. Thus, 
with the planning completed, the initial phase of 
construction was started and, despite many revi­
sions to the original plans brought about by 
network modernisation delays, budget difficulties 
and fundamental re-thinks, the accommodation 
refurbishment progressed within overall time­
scales to its completion in September 1988. 

As previously mentioned, it had been decided 
that the OSC function would be the first to be 
implemented and so the initial thrust was to 
relocate the regional network management 
centre (RNMC) and the trunk and local oper­
ations and maintenance units (OMUs). 

Once these functions had been moved into 
the NOU it soon became apparent that, owing 
to their differing origins, there was a disparate 
number of practices and procedures in use, 
designed to achieve the same aims. This was not 
only true between trunk and local, as might be 
expected, but also between various District 
units. 

As it is a major aim of the NAIP to achieve 
common practice in order to provide network 
customers with a single interface along with the 
benefits of unified support systems, training and 
documentation, considerable effort was made to 
ensure that this was successfully achieved. 

The move from a disparate range of working 
practices towards a common way of operating 
has been both the the hardest and the most 
beneficial task undertaken during the lifetime of 
the pilot. Team discussions; guidance from, and 
involvement in, the national working parties; 
strong links and lively discussions with fellow 
'piloters' in the North West have all contributed 
to the evolution of common procedures, inter­
faces and an enhanced understanding of the 
requirements of new support systems being 
developed for the programme. 

Progressively, further functions have been 
added to the NOU. including a TXE4 control, 
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the District digital support group, Regional 
transmission support group, system access se­
curity officer function, performance manage­
ment and so on. As each function was added a 
new dimension to the overall working of the 
NOU had to be considered with new people to 
be integrated, new ideas to be assimilated and 
new common procedures to be established. 

In August 1989, the second phase of the 
accommodation was available and the District 
and trunk internal works controls were also 
relocated to Walsall, initiating the evolution of 
an integrated internal works function. 

Although not part of the platform, a dedicated 
duty was also set up to act as a unified control 
point for other licensed operator (OLO) oper­
ational problems, and the District and Regional 
data managers were also moved in. This last 
move has brought many benefits; in particular, 
where data can be the cause or solution to an 
operational network problem. 

BENEFITS 

It has taken some time to bed down all the 
changes. However, even during their height, 
performance on cost and quality continued to 
improve. It has been very difficult to distinguish 
all savings and quality improvements that have 
come from the NOU alone, particularly during 
a period when the network infrastructure has 
changed so much, but it is obvious that there 
have been many improvements that would have 
been difficult or impossible to achieve without 
the NOU environment. 

Over recent months, the NOU has started to 
show its true potential for service improvement 
with all mainstream quality measures showing 
positive changes. The improvement in equip­
ment down time has been particularly significant 
in changing at a faster rate than average, thus 
validating the NATF view that closer co-ordina­
tion and better visibility of network status would 
bring such gains. 

It has been a difficult culture change to begin 
to see the NOU as a true control centre for the 
network, as traditional controls have in fact been 
little more than postboxes. At the same time as 
gaining control, a balance must be struck such 
that operational staff in the field recognise that 
they still have the opportunity to exercise initia­
tive. This area still requires more work, but 
progress has been made. 

There is no doubt that the NOU has provided 
a catalyst for ideas as, in forming standard 
practice, new ideas have to be generated and 
captured. There is still a great deal of oppor­
tunity as more functions are added and existing 
ones developed. It is in this area that the people 
issues associated with the 'management of 
change' in any large project, can be best ad­
dressed. The greater the involvement, the better 
the ownership and the ultimate success of the 
changes. 
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The NOU has also enabled much better 
visibility of the performance of the network as 
there is now a single and definitive source of 
information for anyone outside the network 
organisation to seek guidance 24 hours a day. 
Customer-facing staff, senior managers, public 
relations and many other groups are finding the 
advantage of a single point of contact for resol­
ution of network problems invaluable. 

Selecting and implementing common/stand­
ard practices has not been an easy task and it is 
not yet complete. However, the work done to 
date does show the benefits from standard inter­
faces, the ability to collect management statistics 
on a common basis, the ease of introducing 
updates and changes and the advantages of a 
common reference point for all those involved 
in the process. 

The pilot sites have a unique position in that 
they have been able to play a major role in the 
definition of some of the standard practices. 
There has been much enthusiasm from the 
people involved and a great deal of innovative 
work done. 

FUTURE 

The impending restructuring of British Telecom 
to provide network- and customer-facing divi­
sions will enable not only practices to become 
standard but also provide the opportunity to 
form corresponding organisational structures. 
The customer-facing part of the business will 
rightly demand simple and effective interfaces 
to network operations and services-NOUs will 
be a significant factor in achieving them. 

There are still many benefits to be achieved 
by consolidating functions into the NOU envi­
ronment including such things as power and 
building engineering services controls, circuit 
provision controls and capacity management in 
addition to expanding the existing TXE4 control 
to take advantage of the enhancements being 
provided in this switching system to take it into 
the next century. 

Completed 
operational support 
centre (OSC) area 
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Specifically at Walsall, the next challenge 
will be the relocation of the OMUs from East 
Midlands District thus ensuring that the custo­
mers they serve are afforded the benefits of 
British Telecom's most advanced network ad­
ministration practices. There is still much to be 
done, but also much to be won. 

CONCLUSIONS 

The major lesson learnt in this project has been 
about people and the way they work. It is a 
relatively straightforward task to move controls 
and equipment, but the trick is to harness the 
energy, enthusiasm and creativity of the people 
involved to ensure that the new administration 
is better than the old. Customers need to see 
positive improvements and it is people who 
ultimately make those improvements. The Wal­
sall pilot has done some things well and others 
not so well, but we have learned from mistakes 
and moved on. 

Standard practice is the key. Involvement in 
the formulation of standard practice by those 
required to implement it is essential, as without 
staff commitment and effective practice the 
NOU cannot achieve its full potential. 

Once common practice has been identified, it 
must be documented. This does not need to be a 
complex exercise, but without a written definition 
of a practice, it will never be carried out by people 
in a standard manner. It will tend to change as the 
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people carrying it out also change. Therefore, it 
is imperative that once a process, however small, 
has been decided, it is recorded. 

All pilot site manager, the author is convinced 
that the NATF concepts have been validated. 
The NOU and its associated practices, process 
documentation and support systems are the only 
way that the new network organisation within 
British Telecom will be able to deliver the 
service that customers require. The benefits are 
there to be had; indeed, there are undoubtedly 
more than anyone can imagine. 

All additional NOUs are opened and more 
functions added, the level of ideas and improve­
ments will also grow, ensuring that the pioneer­
ing work at the pilot sites is built on and that the 
service provided by the network of the 1990s is 
second to none. 
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Realising British Telecom' s Network Administration Policy in 
London 

J. HOWE, P. NEWMAN, and A. KHANt 

This article explains the need for the Network Administration bnplementation Programme (NAIP) 

processes to be validated against the London environment and gives an overview of the project 

1nanageme1u framework used within Wndon to manage NAIP. 

INTRODUCTION 

London Network Operations (LNO) has in­
vested many millions of pounds in modernising 
the London network. This investment has fo­
cused on replacing network elements with mod­
ern System X and AXE 10 switches, fibre 
transmission bearers and higher-order digital 
multiplexers. 

This investment, which has centred on the 
crucial business communities of the capital city, 
has paid off handsomely in the very high quality 
of service being offered to network customers. 

The Network Administration Implementation 
Programme (NAIP) is seen by LNO as being 
one of the major programmes by which this 
quality of service can be maintained, and prob­
ably improved, at the low-cost base which is 
available with modern technology. 

The principles of centralised monitoring and 
control, remote maintenance where possible, 
and direction of the field units to perform 
physical work are fundamental in achieving the 
required cost base. 

It was initially perceived that the London 
NAIP project would be a straightforward im­
plementation project, with the design of the 
various functions being delivered through na­
tional co-ordination. However, some of the 
process designs had not been fully validated 
against the London environment. Therefore, the 
London NAIP project resulted in not simply 
being an implementation project, but has been 
expanded to include this final validation of the 
design. 

LNO is actively planning the implementation 
of NAIP in London with the first operations due 
to begin in late-199 I. This article describes the 
project management framework used to manage 
this significant change in the method of oper­
ation. 

OVERVIEW OF LONDON NETWORKS 

LNO supplies public switched telephone net­
work (PSTN) and private circuit (PC) services 

t London Network Operations, British Telecom 
UK 
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to some 5 million customers from the main 
distribution frame (MDF) to MDF, and to the 
network terminating equipment (NTE) where 
there is fibre delivery in the local loop. 

Key statistics are given in Tables 1, 2 and 3. 

TABLE 1 

London Network-Local Exchanges 

System Lines Processors RCUs 

System X 2M 91 156 
AXE!O SOOK 22 S9 
TXE4(E) 1 · 6M 116 
Analogue SOOK 

RCUs: Remote concentrator units 

TABLE 2 
London Network-Trunk and Junction 

Exchanges 

System Processors Traffic Routes 

System X 22 360 OOO erlangs 4688 

TABLE 3 

London Network-Transmission Paths 

System Number 

2 Mbit/s paths 43000 
8 Mbit/s paths 1971 

34 Mhit/s paths 1486 
140 Mbit/s paths 711 
S6S Mbit/s paths 21 

SIMPLIFYING THE TASK 

NAIP is a very large project which, in London, 
impacts upon the work of large numbers of staff. 
In order to ensure success, steps were taken to 
simplify the task: 

TXE4 Co-ordinated Management 
Approach 

Four co-ordinated nlanagen1ent approach 
(CMA) centres for TXE4 exchanges are being 
established, one each at Baynard House, 
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Greenford, Bromley and Chingford. These cen­
tres will also deal with alarms from analogue 
exchanges and some transmission and power 
alarms. These centres will be established separ­
ately, developed, and then migrated to the net­
work operations unit (NOU) when it proves 
economic to do so. 

Location of NOU 

In theory, the remote control of the network can 
be done from a NOU located anywhere. Since 
the cost of operating in London is higher than 
elsewhere in the country, because of property 
values and higher pay rates through London 
weighting, it is an obvious attraction to site the 
London NOU out of London. However, a site 
in Central London has been adopted for a 
number of reasons: 

(a) NAIP is a project which will fundamen­
tally change the way in which staff work. The 
adoption of a site in Central London means that 
staff will not simultaneously have to deal with 
the change in work practices as well as a change 
in location. 

(b) The introduction of NAIP is at a time 
when the network would still be going through 
the 'final' stages of network modernisation. A 
degree of local knowledge is therefore impera­
tive/inevitable to ensure the efficient operation 
of the network. 

The attraction of an out-of-London operation 
remains. Therefore, a feasibility project has 
been established to examine the possibility of 
siting the NOU out of London in 5-8 years 
time. This will enable NAIP to be implemented 
in London, with a minimum of 'people issues', 
while enabling the advantages of relocation to 
be investigated and pursued. 

Size of London NOUs 

As can be seen from the overview of the London 
network, London already has over 4 million 
digital and enhanced analogue lines and 22 trunk 
exchanges carrying 360 OOO erlangs of traffic. 
To i.;untrul this volume requires the equivalent 
of three provincial NOUs. Initially, therefore, 
three NOUs were to be established for London. 
However, a simplified implementation of NAIP 
is being pursued and only one NOU is planned. 

The realisation of one NOU to control London 
is dependent upon sound design. Pan of the design 
process will be to establish documented processes 
and procedures that will enable these three units 
to become one. When completed, an NOU will 
have been built with the capacity to monitor and 
control over 20% of the UK network. 

NOU DESIGN 

Design Process 

The complexity of LNO's administration struc­
ture is such that, if NA!P in London is to be 
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designed to its optimum cost and functionality, 
a rigorous design process is required. This will: 

(a) prevent the imponation of current prac­
tices unless they are the best available; 

(b) ensure that costs are maintained as low 
as possible by eliminating unnecessary inter­
faces, procedures, tools and suppon systems; 
and 

(c) ensure that the cost profile of each NOU 
function is documented and understood. 

Such a design process is under way using 
sound project management techniques to de­
velop a standard design template for NOUs. The 
client requirements definition (CRD) for this 
project has been written which states that 'The 
purpose of this project is to produce sufficient 
structured documentation so that NOUs can be 
implemented in the field to a standard design 
bas e'. 

Rigorous attention to design will also ensure 
that the upgrade path of the administrative 
system can be managed incrementally and 
smoothly through successive NOU builds. 

The technique of functional breakdown, by 
aligning the functional specification in the Lon­
don NAIP project requirements definition 
(PRD) with the Strategic Systems Plan (SSP) 
Level 4 processes, then breaking them down to 
an appropriate degree of detail, followed by a 
physical re-composition, will be employed. 

The output of the project will be in two parts: 

(a) A logical functional breakdown of the 
work and information flows in and between 
functional groupings. These processes will be 
linked to SSP processes. The processes will be 
appropriately marked with volume and timing 
information. 

(b) A physical set of design rules derived 
from the functional breakdown which contains: 

(i) the training and grading requirements 
of the job; 

(ii) standard handling times for oper­
ations; 

(iii) the tools which suppon the job (com­
puters, software, screens, docu1nentation, 
communications links (voice and data); and 

(iv) the numbers of people for each job 
type. 

The work will embrace all processes inside 
the NOU and all external interfaces (for 
example, front office, other NOUs, circuit pro­
vision controls, data management and its inter­
face to the net work field unit (NFU) at platform 
build). 

NOU Overview 

The platform-build NOU consists of seven 
major processes: 

(a) enquiry point, 
(b) digital exchange operations, 
(c) workforce management, 
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(d) transmission operations, 
(e) NOV management, 
(/) network operations administration, and 
(g) power operations. 

In order to produce a full NOV design. each 
of the processes identified above will be decom­
posed into the lowest possible function/process. 
Any common or duplicate functions/processes 
will then be unified and integrated into a single 
function. This will then be followed by an 
'integration' phase which will ensure that each 
task or operation fits into an efficient physical 
realisation that defines all operations within the 
NOV, their interfaces, volumes, documentation, 
support systems, tools, space requirements, job 
descriptions and training requirements. This will 
form the NO U design. 

NOU IMPLEMENTATION 

The London NAIP project is built around the 
principles stated in the BTVK project manage­
ment handbook. The key documents in this are 
summarised below. The objective of this project 
is to implement the NOU design in the most 
cost-effective manner thus reducing the cost of 
administering the London network. 

NAIP involves understanding current work 
practices, designing the new process and proce­
dures, implementing them and testing the result 
to ensure that they are working and achieving 
the desired results in terms of time, cost and 
quality. This affects people, and a major part of 
NAIP is about people. NAIP is not fundamen­
tally about new accommodation and relocation. 
It is about people and the way they work. 

To ensure success, it is therefore necessary 
that the implementation of NAIP is defined, 
designed, planned and tested and that this is 
managed by using sound project management 
principles. The vehicles used in London to do 
this are as follows: 

Client Requirements Definition (CRD) 

This clearly states the LNO Board requirements 
in terms of time, cost, quality, specification and 
critical success factors. The business, project 
objectives and critical success factors for the 
London CRD are as follows: 

Business Objectives 

LNO's key business objective is expressed in 
the mission statement: 'To plan, install and 
maintain a high-quality, flexible and cost-effec­
tive network in London that provides a range of 
network-based services that fully meet the cus­
tomer requirement and expectation'. 

The London NAIP project is in direct support 
of the mission statement and the 1995 vision by 

(a) reducing the cost of operating the net­
work, 

(b) enabling better control and management 
of the network, and 
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(c) improving the quality of service. 

Project Objectives 

The project objective is to implement NAIP in 
London. This will require the implementation of 
a series of processes, procedures and support 
systems, designed and developed within NAIP. 
This objective is targeted at LNO's vision of a 
more efficient organisational unit, specifically 
through reductions in the unit cost of adminis­
tering the network in London. As the NAIP 
Platform build is the only authorised build of 
NAIP, the functional scope is defined by the 
Platform stage of NAIP. 

Critical Success Factors 

The project will be deemed to have met its 
objectives if the following critical success t3.c­
tors have been met: 

(a) the NOU manager meets the response 
times demanded by the end customer and the 
mean time to repair (MTTR) of the equipment; 

(b) the costs of the operation match the 
agreed standard in terms of manpower per 
exchange connection (or erlang) with all the 
work being performed at the appropriate grade 
(managers, engineering and technical, clerical) 
supported by appropriate computing tools; 

(c) the NOU manager is proactive in the 
prevention of faults being perceived by custo­
mers (by regular routing checks, analysis of 
transients, measurement and analysis centres 
(MACs), Telcare, charging-accuracy checks, ex­
change fault output etc.); 

(d) the NOU manager makes most ef fective 
use of the available network and plant capacity; 

(e) a quality organisation with all processes 
and procedures fully documented and regularly 
audited to ensure conformance, with, as far as 
practical, these processes being nationally 
adopted processes, with any departure from 
national processes being signed off by Head­
quarters; 

(j) a team in which staff have job satisfac­
tion; and 

(g) the London NOU will have all the func­
tionality required of the NAIP Platform build. 

Project Requirement Definition (PRO) 

The PRD, which is the practical response to the 
CRD, defines what LNO is actually going to do 
in terms of functional specification, test specifi­
cations, time-scales, deliverables, project objec­
tives and project scope. The PRD also includes 
outline information on risks and contingency 
plans. 

The London NOU Definition Document 

The LNO Board laid down a basic set of policies 
and principles that defined an NOU. This 
document, the LNO NOU definition document, 
contains: 
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(a) the functionality of the NOU; that is, 
what goes into the NOU at platform build; 

(b) its work systems; for example, function­
alised input of faults and patch oriented alloca­
tion to the network field unit (NFU); 

(c) operational, environmental and person­
nel policy decisions; and 

(Ii) management organisation guidelines. 

Project File 

The project file is the main reference document 
fur l:ommunicating details about the project and 
how it is to be implemented to everyone in­
volved in the project. The London project file 
is in two volumes and its main sections are: 

VOLUME 1 

0 Index and File Control 

1 Client Requirement Definition (CRD) 

2 Project Requirement Definition (PRO) 
and London NOU Definition Document 

3 Project Strategy 

T his includes organisation, economics, 
priorities. 

4 Project Plans 

These include summary plans, master 
plans and cost plans. 

5 Project Procedures. 

T hese include issues management. 
change control, project co-ordination, 
progress monitoring, document track­
ing and procurement. 

6 Standards 

VOLUME 2 

This contains the project work breakdown struc­
ture and work packages. 

Project Plan 

A project plan is being produced for the London 
NAIP project based round seven project phases: 

Inception 
Feasibility 
Definition 
Development 
Installation 
Migration 
Acceptance 

Within each phase, the necessary work pack­
ages are represented by a precedence network 
of activities. The project plan is developed on a 
phase-by-phase basis with only the current and 
following phase being fully defined at any one 
point in time. The definition phase of the project 
life cycle ends with financial authorisation of the 
proiect. 
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Work Breakdown Structure 

A work breakdown structure defines the scope 
of a project. I t  defines in a structured way the 
deliverables to be produced and enables each 
work element to be related to each other by using 
a family tree. From the top-level major work 
areas, the work breakdown structure is progress­
ively broken down until all the necessary work 
has been defined. 

The LNO N AIP project work breakdown 
structure consists of the following areas of work: 

(a) Strategy 

To determine the strategy, including the 
identification of costs and benefits, for adop­
tion of NAIP as a major initiative by LNO. 
This initiative is a key element in the drive 
to improve the quality and reduce the opera­
ting costs of the core (PSTN) network. 

(b) People Issues 

To inform staff, by effective employee 
communications, on the progress of the LNO 
NAIP project and how it will affect them and 
their jobs. 

To establish and maintain a forum for staff 
association/union consultation. 

To develop and define NOU organisation 
and job descriptions. 

To define, develop and implement the 
NOU staff training programme. 

To manage the NOU staff selection and 
transfer. 

To prepare and implement redeployment 
plans for residual staff. 

(c) Accommodation 

To specify, design and deliver accommo­
dation including office furniture and equip­
ment for the NOU to agreed NAIP standards. 
T he accommodation should meet the criteria 
specified in the LNO NAIP accommodation 
specification of requirements. 

As part of the process for obtaining finan­
cial authority for NAIP expenditure, esti­
mates of accommodation refurbishment costs 
are required. 

(Ii) NOV Design 

This work package has been established 
as a separate project and is described earlier 
in this article. 

(e) Communications and Computing 

To provide voice, data communications 
network, LAN and NOU LAN communica­
tions and computing, terminal and office 
automation facilities within the NOU, that 
will enable the agreed administration of Lon­
don networks, as identified by the functional 
breakdown and recomposition. 
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To provide cost estimates of outline and 
detailed communications and computing de­
signs. This should include providing a flex­
ible, secure and resilient network with 
contingency for tailback. It should interface 
with existing and new support systems and 
tools. 

To specify and carry out commissioning 
and acceptance tests to ensure voice, LAN 
and non-LAN communications and comput­
ing, office automation and data communica­
tions networks meet the requirements 
specified in the communications and comput­
ing schedule of network requirements. Where 
appropriate, national NAIP standards should 
be used. 

To establish ongoing site support and 
necessary documentation, training etc. for 
system hand-over. 

if> Testing 

To apply operation and acceptance tests to 
the various functions, systems and proce­
dures at the NOU to ensure they meet LNO's 
quality requirements. This process should 
include the following: 

(i) specify and complete operational tests 
on systems and procedures; 

(ii) specify and complete acceptance tests 
on systems and procedures; 

(iii) specify integration testing; 
(iv) acceptance testing on any modifica­

tions implemented; and 
( v) acceptance tests to show that the pro­

ject has delivered functions and processes 
which meet the critical success factors as laid 
down in the LNO NAIP project requirement 
definition (PRD). 

(g) Migration 

To plan and manage the migration of 
network functions, alarms and people from 
their existing locations to the NOU as appro­
priate. This migration will be in accordance 
with the adopted NOU design. 

Cost Control 

It is essential to ensure that the project spend is 
monitored and controlled and that the spend is 
recorded against work packages. The project 
office will therefore track actual spend and 
percentage work complete for work packages. 

The recording of actual spend and percentage 
work complete are, by themselves, insufficient 
to provide adequate financial control of the 
project. The project office will therefore calcu­
late the following: 

Earned Value 

The earned value (EV) is the value of the work 
actually performed according to the initial cost 
estimate for that work. It does not indicate 
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whether targets for cost or performance are 
being met, but is simply a measure of the value 
of the work. It is calculated by using the 
following formula: 

Earned value or budget cost of work performed 

= cost estimate at completion x 
% work actually done. 

Scheduled Performance Index 

The scheduled peifomumce index (SPI) is a 
measure of the work performed. It enables the 
easy identification of whether the project is on, 
ahead or behind schedule. If  the SPI is greater 
than unity, the project is ahead of schedule; if 
less than unity, the project is behind schedule. 
It is calculated using the following formula: 

Scheduled performance index 

earned value 
cost estimate to date 

Cost Performance Index 

The cost peiformance index (CPI) is a measure 
of the cost of the work performed. It enables the 
easy identification of whether the project is on. 
ahead or behind its cost schedule. If the CPI is 
greater than unity, the project is under budget; 
if less than unity, the project is over budget for 
the amount of work done. It is calculated by 
using the following forrnula: 

Cost peiformance index 

earned value 
actual spend to date or actual cost of 

work peiformed 

Benefit Tracking 

Having established that the NOU would be in 
Central London, it was a frustrating routine task 
to find a suitable site. However, once one had 
been found, the costs of refurbishing the build­
ing were simple to identify. It was not so easy 
to attribute the savings due to this investment 
and not already claimed under another pro­
gramme. 

Other programmes which were, and are, 
contributing to more cost-effective administra­
tion are: 

(a) network modernisation with the conse­
quential elimination of the analogue/digital in­
terface in the network; 

(b) maintenance staff themselves being more 
proficient through experience; 

( c) reliability growth of the TXE4, System X 

and AXE 10 switching systems; 
(d) the JO-node plan which leads to a simpler 

more robust network topology for London; 
( e) improved line test systems and more 

experienced staff in the repair service centres; 
(/) the introduction of Customer Service Sys­

tem (CSS); and 
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(g) direct management action. 

Quality Control 

In order to ensure that the London NAIP project 
achieves the desired quality standards, a quality 
assurance manager is to be appointed whose role 
will be to ensure that the project achieves its 
critical success factors and specifically for the 
following: 

(a) Establish a quality system for the London 
NAIP project and co-ordinate all quality mat­
ters. This will entail establishing roles and 
responsibilities that ensure the quality plan is 
met. Its detailed test schedules and design re­
views are implemented progressively 
throughout the life cycle of the project. 

(b) Create a quality plan by expanding the 
critical success factors into detailed test sche­
dules to ensure that the project achieves its 
objectives, that project deliverables are fully 
specified, with sufficient design reviews to en­
sure delivery at the agreed cost with no rework­
ing or contract variations. 

(c) Establish a training programme to ensure 
that all project staff understand and can apply 
the techniques and principles of quality manage­
ment. 

(d) Investigate and report to the project man­
ager or project owner any departures from the 
required quality standards. 

CONCLUSION 

NAIP is a complex national programme. It is 
there to design and implement a network admin­
istration system which is as technically complex 
as the switching and transmission systems being 
administered. 

Further, just as the switching systems will be 
progressively enhanced and added to, so the 
administrative system can be expected to be 
enhanced as manual processes are automated. 

However, it is not as straightforward as in the 
switch where a major design issue is in the 
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software/hardware balance. The administrative 
system must cope with a changing com­
puter/human balance. 

This human angle demands that the design of 
the administrative system is very carefully and 
thoroughly developed, tested and proved, and 
that the design is implemented in its physical 
form with attention to detail and meets manage­
ment's requirements. 

For this reason, the London NAIP project is 
founded on the triple basis of: 

•detailed design of the work flow, 
•excellent planning and project management, 
and 
•careful attention to the people issues. 
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Preparation for National Roll-Out of New Network 
Administration Developments 

K. RICHARDSONt, and R. J. SILK* 

This article discusses the -work required to be carried out prior to actually implementing the Network 
Administration Implementation Programme Platform, for example, obtaining authority and assembling 
teams, in order to ensure a smooth and successful implementation. 

INTRODUCTION 

The operational scope of the Network Adminis­
tration Implementation Programme (NAIP) and 
its first phase, the Platform, is described else­
where in this issue of the Jouma/1, but it can 
also be considered from management and human 
perspectives. 

In the management view, it is about investing 
resources (manpower and financial) in order to 
achieve efficiency and customer-perceived 
quality improvements. As is normal with any 
major investment decision, a business case needs 
to be made in order to ensure that the investment 
is valid and can be given an appropriate 
priority-there are many competing demands 
for resources. 

From the human-relations viewpoint, the pro­
ject teams need to be selected and their commit­
ment engaged to make it all happen and achieve 
success. 

THE BASE CASE 

Preparing for roll-out starts with a successful 
business case; that is, senior management en­
dorsement that the objectives are worthwhile 
and the investment to meet them is justified. 

The first step in preparing a business case is 
to establish the base line position; that is, a 
'where are we now' statement. This is known 
as the base case. Without this information, it is 
impossible to prepare the business case properly 
in theory and track achievement in practice. 

This base case must cover both operational 
and financial factors relevant for the project 
concerned. NAIP Platform examples are: 

(a) the number of centralised surveillance 
and control centres; for example, operations and 
maintenance units; 

(b) the numbers of 24 hour rotas; and 
(c) the manpower deployment in each major 

sector of activity; for example, trunk switch 
maintenance, local transmission maintenance, 
performance monitoring. 

t Network Operations Support, British Telecom 
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Activities such as the frequency of attending 
training courses and updates of documentation 
also form a part of the base, as they represent 
the gross ongoing activities which may be 
utilised to reduce the nett work or expenditure 
needed for the project. 

The base information is, of course, changing 
in relation to current planned activities and so 
not only must it be captured for a specific start 
year but it must also include projections for 
subsequent years. The projections will be based 
on changes flowing from other planned projects; 
for example, local switch modernisation, and 
improvements of efficiency arising from in1-
proved plant reliability. 

Figure 1 shows diagrammatically a simplified 
base case. The top line shows the current 
projected operating costs; that is, increasing 
with factors such as growth of network size and 
usage. The lower line is the projected effect as 
a result of the project and shows a reduction in 
the rate of increase starting from when the 
project's benefits commence (labelled A) fol­
lowed by a return to the same rate of increase 
but from a lower absolute point (labelled B). 
The vertical difference between the two lines is 
the benefit attributable to the project. 

Preparation of the base has proved to be a Figure 1 
difficult area to cover effectively. British Tele- Base case 
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Figure 2 
Typical cost 
breakdown 

SYSTEMS 

corn UK has so many projects being carried out 
in parallel that the effects of them collectively 
are hard to estimate accurately. A major initia­
tive in this area has been the move to introduce 
Major Fixed Capital Programme (MFCP) man­
agers in HQ to oversee all aspects of sectors of 
operations and to assess the impact and track 
achievement of projects in that sector. Sectors 
involved in the Platform include trunk switch­
ing, local switching, and core transmission. This 
control and oversight function should reduce the 
level of subjective judgements needed to gener­
ate the base. 

However, a major exercise to scope the NAIP 
base, including the Platform, was carried out 
early in 1990. This involved consultation with 
all Districts and Regions for their plans for the 
next 2 years. This data was further projected 
using analysed historical trends and estimates 
from HQ experts on projects yet to reach the 
field. This exercise complemented and added 
value to the work done in 1989, based on HQ 
estimates of the base, for the Platform base case. 

IMPLEMENTATION COSTS AND 
BENEFITS 

Naturally the business case needs to state the 
proposed change clearly both in operational 
terms and financially for both costs and benefits. 
The base case is used to help quantification in 
these two areas. 

The first stage is to clarify the scope and 
objectives; that is, define what the project is to 
achieve. This follows the project management 
approach discussed in another article in this 
issue of the JoumaP and allows work to com­
mence on assessing the potential costs and 
benefits resulting from the project. 

On the costs side of the equation, this necessi­
tates a full breakdown of the work required for 
successful completion. The detailed work is ana­
lysed into logically related packages of work and 
ownership assigned to the relevant expert (usually 
in HQ). These work packages can then be costed, 
typical costs for the Platform being for computer 
system development (for example, software) and 
deployment (for example, hardware), network 
operations unit (NOU) staff  moves and 
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accommodation. Figure 2 shows a simplified 
work package outline for the Platform. 

On the benefits side, the users are consulted 
on what can be achieved in terms of efficiency 
and quality improvements; this is usually a 
dialogue to ensure that the proposed project is 
tuned to achieve maximum benefits. Jn order to 
provide a standard measure, these are then 
turned into financial assessments wherever 
possible. Attempting to evaluate the equivalents 
of apples against pears can lead to some inter­
esting philosophical debates but rarely quick and 
effective decisions. Of course, for some bene­
fits, it is not possible to quantify the benefits 
financially and they must remain as additional 
gains outside the main assessment. An example 
of the latter is expected improvements in speed 
of response of the network administration to 
changes in market forces. 

To ensure that this process is carried out in a 
quality way, the assessments are tested with the 
relevant HQ experts to ensure that a common 
approach with common assumptions is being 
used across all projects (for example, switch 
modernisation, LinkLine product launch). Typi­
cal experts involved in the Platform came from 
financial. accommodation, marketing, and de­
velopment disciplines in HQ as well as the 
MFCP managers already referred to. 

THE MANAGEMENT PROCESS 

To ensure that projects are successfuly com­
pleted, a management process is employed. The 
process needs to cover the several aspects men­
tioned in the article2 on project management. A 
major activity in this context is that of tracking 
expenditure and achievement of benefits. 

Cost tracking needs to be performed on a 
work-package basis; that is, the projected costs 
prepared for the business case are cotnpared with 
the actual costs. The benefits tracking relies on 
the already established base case and monitoring 
changes to the projections, and the reasons for 
these changes. Both these areas need preparation 
work to be done before the main work of the 
project gets underway. This work ensures com­
monality of approach, for example, within the 
accounting system, for costs across all the people 
in the project responsible for tracking. 

PREPARING THE FINAL BUSINESS CASE 

Once the input data is available, it needs to be 
assembled into a cohesive whole. This process 
includes preparing supporting documentation 
and briefing papers for senior managers who 
may not understand the technical details but need 
to be able to assess the overall merit in business 
terms. However, most importantly, it includes 
optimisation of the case in line with business 
priorities. 

The way in which a project is delivered can 
be varied to meet priorities. Once the input data 
is assembled, options can then be examined to 
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optimise implementation. Typical options here 
are to ensure low initial investment until the 
benefits are confirmed as achievable. This pro­
cess may result in more complex and less elegant 
solutions being pursued but ones which are more 
closely tuned to actual business needs. An 
example for the Platform has been the need to 
exclude functional networks (that is, non-PSTN 
services such as packet switching and Telex), 
despite the clear vision of a singular network 
administration and potential advantages of com­
mon systems and procedures. This allows avail­
able resource to be concentrated on the area 
where the greatest and quickest benefit can be 
achieved. 

For the Platform, the business case was 
approved by the BT Management Board in 
November 1989. This paved the way for a ramp 
up of resource deployment in HQ and for the 
component project cases to be prepared for 
authorisation. 

Although another article3 covers experience 
with the pilot scheme in more detail, it is worth 
commenting that the experience of the two early 
NOUs (Walsall and Manchester) has been in­
valuable in preparing for roll-out. In addition to 
the considerable contribution made on oper­
ational aspects, they have also assisted in the 
cost and benefit assessments essential for mak­
ing a successful business case. In particular, the 
demonstrable achievement of the forecasted 
benefits in the pilot sites provides powerful 
support for the investment needed for full na­
tional roll-out. 

ASSEMBLING TEAMS 

Preparation of the business case of necessity 
involves a wide range of people many of whom 
will be involved with the actual implementation 
once the case is approved. This means the 
process itself aids the implementation stage by 
ensuring that key staff are already informed 
about the objectives and their own involvement. 
Perhaps most importantly, the people who will 
be involved in implementation have been able 
to contribute to the case and so have a personal 
commitment to making it happen. 

Teams need to be assembled in both HQ and 
the field and, once this has been completed, they 
need to be kept informed about progress. 

The HQ teams are assembled when a project 
has been defined and usually start from a core 
of HQ expertise and expanded to include field 
staff who have an interest and expertise in the 
subject area. It is vital that the output of the HQ 
projects not only satisfies the project objectives 
but is seen, by the staff who have to make the 
change happen, to be an advance on the previous 
operations. 

Selection of the right balance of people is an 
important fdctor in ensuring later success. There 
is often a tendency to select people of like minds 
and similar backgrounds. Jn practice, this fails 
to give sufficient critical input and often results 
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in changes of requirements when issues that have 
been masked are exposed late in the project life. 
Nevertheless, team building is also essential and 
the people selected must be able to work 
together-tight deadlines have done much to 
bring people together in the Platform. 

LOCAL TEAMS 

Introducing NAIP in general and the estab­
lishment of an NOU in particular is a complex 
task and many people throughout the catchment 
are involved. Strong links are necessary to 
ensure that local experts keep up to date with 
developments in head office and head office 
process managers are kept fully informed of 
field activities. 

The local owner of NAIP is usually the senior 
network manager and is responsible for assem­
bling the teams for implementation in the catch­
ment. The first stage is to set up an 
implementation board. This group comprises 
other senior network managers within the catch­
ment; that is, District Engineers, Regional Trunk 
Managers and NPW Zone Managers. Typical 
terms of reference for the group are: 

(a) to establish and agree a roll-out plan for 
the catchment, 

(b) to manage the implementation to the 
agreed plan, and 

(c) to set up and manage the local implemen­
tation teams. 

Jn some cases, there is an Executive Group 
of the District General Managers and Territory 
management to give direction and support to the 
Implementation Board. 

The local Implementation Board's work is 
broken down into task areas where the people 
concerned with specific work areas can discuss 
and resolve issues on the detail necessary to 
move network administration forward. Figure 3 
shows the organisation structure in a typical 
catchment area. Figures 4 and 5 give insights 
into the tasks being tackled at present. 

It must be appreciated that the personnel 
working in these teams are, in the main, line 
managers at various grades who have a vested 
interest in the development of their own work 
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Typical NAIP 
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Figure 4 

Typical catchment 
work packages for 
operations support 
system(OSC) 
function 
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areas as NAIP is rolled out. As such they have a 
vital input to make to the agreed way forward, 
but must be seen to represent the entire catchment 
area. As a result of the last consideration, it is 
usual for the Implementation Board to ensure, by 
careful staff selection, that all the existing organi­
sational units are seen to be allowed to participate 
in the implementation teams, not just staff from 
the District hosting the NOU. 

PEOPLE-COMMUNICATIONS 

Potentially, all staff engaged in network acti­
vities are affected by NAIP and they must be 
provided with enough information to under­
stand, not only the technical side as it impacts 
on them, but also the underlying reasons for 
embarking on such a major project. 

Various ways exist for keeping people in­
formed and each has its merits. Newsletters are 
sometimes appropriate or articles published in 
in-house magazines or even special editions of 
technical journals! 

These all have a place and are used to explain 
the concept and progress of NAIP. However, 
there is no substitute for face-to-face communi­
cations. These can be in the shape of local 
presentations and team briefs. The latter is often 
the most effective because the more personal 
NAIP is made, the closer one can get to 
everyone's question-how does it affect me? 

A definitive answer, in most instances, cannot 
be given, but latest firm information and con­
sensus views need to be shared to keep all 
involved up to a similar level of understanding 
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to remove, as far as possible, any uncertainty. 
Openly explaining decisions that have been 
made and those where views are still being 
sought does much to gain individuals' commit­
ment and drive to make the project successful. 

The different aspects of work in the NOU 
and network field unit (NFU) need to be under­
stood. Staff involved in NOU activities need to 
understand the work of an NFU and vice versa. 
The interface needs to be established and pro­
cedures agreed to ensure smooth and effective 
network operations and maintenance. 

NOU SITE SELECTION 

Another key area for NAIP roll-out is the need 
to select the NOU site. The many aspects of site 
selel.:tion can be grouped into two broad types� 
accommodation, and people/social. 

For accommodation, the projected ultimate 
floor-space requirement (3000 m') must be 
available within the required time frame. The 
compactness of the space is important since it is 
clearly best if all the NOU accommodation is 
contiguous and not distributed around a large 
building. Suitability of accommodation for con­
version to the NOU environmental standards 
must be considered. The ease of liberating the 
earmarked area is important because if equip­
ment is difficult to move, the NOU may not be 
extendible within the preferred time-scales. 

In the people/social context, staff access, 
public transport and car parking availability are 
all potential sources of discord. So too are 
inadequate welfare and recreational facilities. 
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The availability of trained staff also needs con­
sideration. 

All these factors carry different importance 
weightings to be included in the decision analysis 
process to identify the best site. AB local circum­
stances are inherently different and no two NOU 
catchments are the same, the location chosen for 
each NOU will have different attributes. 

NOU STAFF SELECTION 

The major physical change in the Platform is the 
introduction of the nine NOUs. Although they 
depend absolutely on the complementary estab­
lishment of the NFU s, the movement of staff to 
the NOU is a significant activity. 

Staff employed in the NOU will require 
appropriate technical skills. This and other crite­
ria will be the basis of staff selection. It is 
important to realise that all staff in the NOU 
catchment are eligible to join the NOU team, 
but when an identifiable job is moved into the 
NOU the current job holder will be given the 
option to move with the job. 

CONCLUSION 

A number of the key work areas that need to be 
carried out to prepare for Platform roll-out have 
been described. Although the work concerned is 
quite time consuming, and at times seems to 
hinder the project progress, in the end good 
groundwork pays dividends. On the Platform, the 
benefits of the groundwork put in by many people 
in the last two years are now being seen. 
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=uture Developments in Network Administration 

. G. HANDSCOMBE, M. K. SOODAN, and D. G. C. MILLSt 

This article gives a broad view of the current state of network administration and the key drivers for 

change in terms of customer expectation and telecommunications carrier business needs. Ihe 

implications of changing requirements on organisatiolllll structure, the type of work and the people 

involved are outlined, along with the impact of common architectures, equipment capabilities and 

computing developments on systems. Finally. brief views are given of functions and capabilities in the 

medium and long term. 

INTRODUCTION 

Network administration encompasses the people 
and systems involved in planning, building and, 
perhaps most visibly, operating the network. 

Whatever new technologies are deployed or 
services offered, it is the task of network admin­
istration to pull together the components of the 
network to provide the required functionality 
and quality, while minimising the whole-life 
network costs; that is, making best use of capital 
invested and, equally important, controlling the 
current account costs of providing and maintain­
ing service. 

BACKGROUND 

Network Administration To Date 

The telecommunications networks of the recent 
past are characterised by a multiplicity of frag­
mented support systems; these give rise to 
overlaps in their functions, multiple interactions 
between systems and staff, and consequent 
inefficiencies. Typically, in 1987, BT identified 
about 150 support systems in use in its UK 
network. By the end of the 1980s, it was 
general! y recognised that fewer systems were 
needed and that an integrated approach to those 
systems was necessary. This would enable them 
to serve the whole network and all product and 
service needs. These systems must be coupled 
with a properly defined work management sys­
tem to facilitate better utilisation of field staff. 

The demands of this integrated-systems ap­
proach, together with the need to link support 
systems to processor capabilities in network 
equipment, strengthened the requirement for 
network-management standards, and the move 
towards a defined architecture, as instanced by 
the development of BT's strategic Co-operative 
Network Architecture for Management 
(CNA-M). 

t Network Strategy Unit, British Telecom UK 
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Network Equipment Evolution and Trends 

In parallel with the above trends, new more-re­
liable equipment requiring minimum human in­
tervention and providing increased functionality 
is being developed and deployed in the network. 
This equipment will increasingly conform to 
open standards which will reduce its develop­
ment cost and time-scales, and allow it to be 
introduced more quickly into the network. How­
ever, this will only produce operating cost sav­
ings and improvements for the customer where 
the equipment can be managed remotely via 
network management systems operating within 
an efficient and flexible service organisation, 
handling provision and repair activities. 

DRIVERS FOR CHANGE 

The major drivers for change in network admin­
istration can be split into two broad categories: 
those addressing the needs of the customer of 
the future, and those dictated by business needs. 

Customer Needs 

Network operators and service providers will 
continue to be faced with rising customer expec­
tations on the following fronts: 

Quality of Service 

Even for the most basic plain old telephone 
service (POTS) and leased-line services, im­
provements will be expected in: 

•flexibility and speed of provision (response in 
hours nut days), 
• in-service reliability, and 
•network fault restoration times (restoration in 
minutes). 

New and More Sophisticated Products 
and Services 

Customers' applications will become more auto­
mated, demanding a higher degree of function­
ality from communications networks, as more 
computing is used in day-to-day operations. This 
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will be coupled with the availability and use of 
increasingly complex functionality in customer 
terminals. 

Spurred on by the above, and by new network 
technology in the customer-apparatus (terminal) 
market, the range of network services will 
continue to grow in both functionality and com­
plexity. 

Service Management 

The product life cycle and product-launch period 
of new services will, in general, be much shorter 
(product life cycle of a few years, launch period 
measured in months). This rapid response to 
market drives will be needed in order to main­
tain a competitive edge. 

In this environment, services themselves will 
need to be managed to achieve quicker, more 
flexible, implementations. Network administra­
tion will play a key role in this management of 
services particularly as order handling, billing, 
etc., is on the critical path of new service 
introduction. 

Increasing Demand for International 
Services 

Traditionally, PTTs and Telcos have dominated 
the market within their own geographical do­
mains, forcing customers to negotiate services 
from several network operators in different 
countries. One-stop shopping for both provi­
sioning and maintenance will be increasingly 
viewed as the norm. 

Customer Network Management 

The 1990s will see the emergence of network 
management as a product in its own right. This 
will apply particularly in the corporate sector 
where there is an increasing awareness of the 
importance of communication networks to the 
profitability, and even survivability, of their 
business. These organisations look to network 
management to provide them with a strategic 
advantage over their competitors through: 

•effective, on demand, control of the configu­
ration of their network and optimisation of 
network capacity; 
• accurate management information on current 
configuration, usage, billing, service status and 
performance, presented in a form tailored to 
their individual needs; and 
•reduction in their own operating cost (staff 
and systems), for managing multi-vendor public 
and hybrid networks. 

In order to meet these objectives, companies 
will require seamless, integrated management 
solutions ranging from network management 
systems that integrate multi-vendor equipment, 
to a complete network 'facility' management 
service responsible for the whole network and 
service life cycle across both public and hybrid 
networks. 
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Business Needs 

While the success of any telecommunications 
business depends on satisfying its customers in 
terms of service offerings, this must be achieved 
within an attractive tariff and quality-of-service 
framework. In the competitive environment of 
the future, continuous effort will be required to 
reduce operating costs while improving quality. 

To achieve this, major improvements in the 
way the network is administered and operated 
are required. Methods must be found which: 

(a) enable better use of manpower, 
(b) reduce procurement and whole lite costs, 
(c) reduce the number of management >ys-

tems supported, and 
(d) provide a faster, more flexible, response 

to customer demands (for service provision and 
problem resolution). 

Additionally, competition between network 
operators will drive price and quality differen­
tials down. As this happens, one of the principal 
differentiators between operators, and hence the 
major influence on customer take-up of services 
and retention of market share, will be the 
functionality (management capability, config­
urability on demand, etc.) offered by each 
supplier. The enabling of this functionality is a 
further driver for the development of network 
administration processes and systems. 

REALISATIONS 

With the advent of digital technology and pro­
cessor control, significant progress has been 
made in the past decade towards achieving 
remote operations and management. In British 
Telecom's network, about 50% of POTS custo­
mers (personal and business) and 100 % of 
digital private-circuit customers arc served using 
core network equipment which is managed re­
motely. The current focus amongst worldwide 
network operators is to achieve front-office 
integration with presently available remote oper­
ations and workforce management systems. 

Ultimately, almost all information and work 
flow will become automated, reducing manual 
intervention to the taking of customer orders, 
and to provision and maintenance of services 
and network equipment in the field. Such a high 
degree of automation will be heavily dependent 
upon effective development and use of computer 
technologies, standards, and the people in­
volved. 

Inevitably, this will have a major impact on 
organisations, their culture and their expecta­
tions of their workforces. It will also place a 
heavy reliance on integrated network manage­
ment systems to meet the new market demands. 

People Issues 

The network administration and operation envi­
ronment of the future will have effects on staff 
which can be categorised under three broad 
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headings: organisation, type of work, and type 
of staff needed. 

Organisation 

The current trend towards centralisation of man­
agement of the network will continue, enabled 
by the increasing proportion of network ele­
ments with remote management capability, the 
increasing sophistication of support systems and 
their continued integration. 

Centralised units will be the focus for the 
handling of network events (alarms), traffic 
management, service provision and perfor­
mance monitoring, and, either manually or using 
support tools, will analyse the actions required. 
They will be manned 24 hours a day, 365 days 
a year and control the task allocation arid pro­
gress of the field force via workforce-manage­
ment systems. In order to increase the speed of 
reaction to network events, systems will be 
developed to analyse events automatically, and 
distribute tasks accordingly. 

Field staff will be increasingly mobile, or­
ganised into field units (organisational entities 
rather than physical locations) to be directed by 
central units to respond quickly and flexibly to 
meet the customer's need. 

Type of Work 

The type of work undertaken by centralised 
network-management staff will continue to 
move away from manual and paper-based tasks 
towards information technology (IT)lscreen­
bascd activities, such as software support, data 
build and data manipulation. Increasing use will 
be made of expert systems to assist staff in 
analysis and diagnostic work, and speed reac­
tions to events in the network. Additionally, with 
the advent of customer specific networks (virtual 
private networks, etc.) and facilities manage­
ment, network-administration staff will act as 
agents for customers, or enable the front office 
to act, to provide management services. 

In the field, local faulting activity will de­
crease as support tools provide detailed diag­
nosis, fault location and fault correction or 
bypass. Similarly, manual provision of service 
work will decline as remotely controllable net­
work elements and pre-provisioned access plant 
enable a remote configuration capability. 

The advent of self-healing networks, together 
with automated testing, routine testing, diagnos­
tics and monitoring, will significantly reduce the 
amount of reactive effort. The work emphasis 
will change towards customer-focused activity, 
particularly concentrating on proactive work to 
rectify or circumvent network problems before 
they affect the customer. 

Type of Staff 

Network-administration staff of the future will 
be highly trained with a good knowledge of the 
network plant they control, of support tools and 
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the capabilities they offer, and of the relationship 
between network plant and the services it sup­
ports. 

Customers will expect one-stop shopping for 
telecommunications services, service on de­
mand and a single contact point for fault and 
service enquiries. Front-office staff will need to 
understand, and be able to provide, integrated 
solutions to customer service requests, and cir­
cuit-status reports and fault progress to custo­
mers. To achieve this, access will be available 
to configuration and fault support systems to 
enable on-line confirmation of orders, plant 
allocation, remote configuration. remote status 
(alarm) monitoring and reconfiguration if 
necessary. 

Workforce-management systems will correlate 
problems against skills profiles to ensure that 
appropriate staff are dispatched. Even so, field 
technicians involved in customer contact will be 
expected to deal with a full range of a customer's 
service problems. Repeated visits by a succession 
of engineers will be unacceptable to tomorrow's 
customer. To facilitate this, training, electronic 
documentation (records, manuals and procedures) 
and help desks will be available in support of 
services and technologies. 

Support systems and expert systems will re­
duce routine work and some analysis and faulting 
activity. However, there will be an increased 
demand for newer skills to manage the increasing 
complexity of the network, the variety and inte­
grated nature of product and service offerings, 
and the speed with which those offerings are 
introduced. This will demand a highly trained, 
competent staff if full benefit is to be gained from 
network administration and operation. 

Demographic trends suggest that there will 
be a scarcity of such staff, given declining 
numbers of people entering the labour pool and 
the increasing demand for such staff being made 
by other businesses. Thus, significant effort will 
need to be directed to nev.r-entrant training, to 
update training for existing staff and to their 
retention. 

Systems 

The changes required of network administration 
to support future operations are encompassed in 
architectural, network equipment and computing 
developments. The functionality developed is 
considered in the short-to-medium term (up to 
5 years), and medium-to-long term (6 years and 
beyond). 

Architectures 

Inter-operability with multi-vendor equipment, 
and other co-operating network operators, will 
be achieved by deploying operations, systems 
and network equipment within common archi­
tectures which define a functional, structural and 
interface framework. 

This architectural approach will provide: 
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(a) independence between the development 
of services and the network realisation, 

(b) the infrastructure for the realisation of 
one-stop shopping and customer network man­
agement, and 

(c) transparency between network manage­
ment and the intricacies of individual network 
technologies. 

At the current pace, it will take a decade or 
more before significant integration and flexi­
bility are achieved in network management 
because of the long development cycles, the 
intricacies of individual network technologies, 
and the difficulties of migrating from the current 
systems. Additionally, the movement toward 
architectural standards is hampered by the dif­
ficulty in demonstrating short-term financial 
justification which accompanies any long-term 
infrastructure development which is not primar­
ily revenue earning. 

However, emerging development techniques, 
computing technologies, and industry-wide 
agreement on standards will reduce the devel­
opment cycles and costs, and make migration 
easier. 

W ithin BT, an architecture called Co-opera­
tive Network Architecture for Management 
(CNA-M) has been adopted. This builds upon 
the OSI/Network Management Forum work to 
achieve an inter-operability and co-operative 
capability, while still allowing BT to add its own 
value and keep its competitive edge. 

Equipment Capabilities 

Increasingly complex diagnostic capabilities will 
be incorporated within the equipment. These 
diagnostics will enable faults to be detected 
automatically, with fault resolution being very 
precise. These enhanced diagnostics. together 
with the existing monitoring and testing capa­
bilities, will form the basis for developing inte­
grated network management systems. 

Remote configuration capability will be sup­
ported by a wider range of equipment and will 
spread beyond the core of the network ever 
deeper into the access network. 

The main technologies that will be deployed 
or enhanced to support these capabilities include: 

(a) integrated services digital network 
(ISDN), fibre, data links, etc., in the local loop; 

(b) digital switches and cross-connects, 
packet switches, synchronous transmission 
equipment, and wide area networks (WANs), 
etc., in the core network; and 

(c) advanced terminal equipment, local area 
networks (LANs), etc., in customer premises. 

Line testing of digital circuits will become 
complex but more economical through the use 
of centralised test access and common test 
heads. In the short-to-medium term, digital line 
testing will be integrated with the existing testing 
for copper circuits. 
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Computing Technologies 

Object-oriented techniques will be used for all 
stages of computing developments. The specifi­
cation of complex systems will be easily under­
stood and realised, and a vast amount of 
softv.rare code will be re-usable from previous 
developments. Use of the industry-wide agreed 
standard tool set (for example, conformance 
testers) and languages (C++) in the development 
environment will be the norm. All this will have 
a major impact on the reduction of development 
time-scales for systems from years to a few 
months. 

UNIX will be the agreed industry standard 
for the computing platform on which manage­
ment systems will run. Additionally, the stand­
ards and technologies to support distributed 
processing and integrated databases will develop 
significantly. Together, these will maximise the 
skilled labour available to system developers and 
users, make the usage of computing power more 
efficient and make future system migrations 
easier. 

X Open will become the norm for user 
interfaces. This will provide a major improve­
ment in the user friendliness of computers by 
mal<ing the graphical user interface (GUI) the 
norm, and do so at a more economical cost. 

Major progress will be made in the im­
plementation of standardised interfaces between 
operations systems and network equipment (via 
element managers). This will lead to fierce 
competition in the equipment market (more 
competitive procurement) and in service offer­
ings from network operators. It will also ease 
the introduction of new management service 
offerings from network operators. 

There will be a major reduction in the cost 
of interprocessor communications through the 
use of new technologies (for example, ISDN, 
fibre), and owing to growth in the volume of 
data transfer and reducing tariff for data net­
works. 

Short-to-Medium-Term Developments 

The following administrative functions will 
become automated: 

(a) centralised fault reception and monitor­
ing, 

(b) simple correlation of events, 
(c) service restoration through re-configura­

tion, 
(d) centralised traffic monitoring and con­

trol, 
(e) testing and diagnostics, 
(j) selective (ser vice-specific) front office in­

tegration with network management, 
(g) integrated network capacity allocation 

and monitoring, 
(h) network data management, 
(i) workforce management, and 
(j) electronic manuals. 
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Customer network management capabilities 
will be available for: 

(a) centralised control and network surveill-
ance, 

(b) on-demand reconfiguration, 
(c) Centrex lines moves and changes, 
(d) status and billing enquiries, 
(e) facilities manipulation (for example, 

0800), and 
(j) network 'facility' management service. 

These will apply across a variety of multi­
vendor equipment located on multiple sites, and 
for hybrid and public networks (switched, leased 
or packet) for voice and data. 

Medium-to-Long-Term Developments 

Artificial intelligence will play an increasing 
role. The complex, infrequent and non-repeti­
tive operations (where individual system devel­
opments are neither practical nor justified) will 
now be able to exploit the capabilities of the 
expert systems. 

The following administrative functions will 
become automated: 

(a) network design and planning, 
(b) on-line training and help utilities, 
(c) inventory management, 
(d) works order programming, 
(e) correlation and diagnosis of complex 

faults and problems, 
(j) performance management, and 
(g) cost or benefit modelling to aid day-to­

day operations. 

Customer network management capabilities 
will be available for: 

(a) service creation within an intelligent-net­
work environment, 

(b) bandwidth selection, and usage optimis­
ation, 

(c) testing, and 
(d) management of visual services. 

CONCLUSIONS 

The successful development of network admin­
istration will be crucial to the health of future 
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telecommunications providers, enabling, as it 
does, cost reduction, quality improvement and 
increased functionality. Companies which fall 
short of the network-administration standard 
will suffer high costs and slowness of response, 
both to customer request and in new service 
introduction, which will inevitably lead to loss 
of market share and decline. 

As the network grows in size and complexity, 
it will be the effectiveness of network adminis­
tration coupled with new services derived from 
the network management capabilities that will 
provide an important competitive edge for net­
work operators and service providers. 
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cations Engineering. 
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British Telecom's Worldwide Network Management Centre 

BRITISH TELECOM PRESS NOfICE 

British Telecom's new £4M Worldwide Network 
Management Centre at Oswestry, opened in 
September, enables BT instantly to pinpoint 
trouble spots in its inland and international 
networks and remedy many problems before 
they reach customers. 

At its heart is the management floor, where up 
to 30 network managers, on duty 24 hours a day, 
sit at specially designed consoles which give them 
continuously updated information on the status of 
the networks and the flow of calls through them. 
They act immediately i f  trouble looms to protect 
the networks against congestion. 

Maps and charts on a constantly-changing 
video wall-at 25 m long, the largest in Eu­
rope-give up-to-the-minute pictures of how the 
networks are performing and highlighting poten­
tial trouble spots. 

The centre was opened by Mr. Anthony 
Booth, currently Managing Director British 
Telecom International, but who is soon to 
become managing director of the company's 
new Worldwide Networks division. 

He said: 'This new centre-the most ad­
vanced of its kind in the world-is a vivid 
demonstration of BT's pre-eminence in network 
design and management. Every part of the 
underlying systems which take data from the 
network and process it for display was designed 
and specified by our system and software 
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engineers. It is an overwhelming testimony to 
their skills and expertise, which we are now 
selling to overseas operators. 

'This centre, and the control over the network 
it gives us, is a direct result of our huge £2 
billion a year modernisation programme. It is 
no coincidence that I am able to open the centre 
within a couple of months of our national trunk 
network becoming wholly digital. The two go 
together hand in glove. 

'The digital tnmk network also gives very­
high quality levels. Currently, more than 99% 
of calls over the network are successfully 
handled on first attempt without problems 
caused by equipment faults or congestion.' 

Managers can re-route calls to bypass con­
gested areas, increasing the chances for calls to 
get through to other destinations. They can also 
take advantage of different time zones to route 
international calls over less busy routes. For 
example, in the morning, caJls to Europe may 
well go via the USA, while users there are still 
sleeping. 

The Worldwide Network Management 
Centre currently monitors all of BT's processor­
controlled System X exchanges-57 in the trunk 
network and 373 local units. By 1995, this 
number will have grown to about 700, while 
there will then be 69 trunk switches. The centre 
also monitors the company's three digital 

BT's Worldwide 
Network 
Management Centre 
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Network manager's 
console (including 
touch screen to give 
access to telephone 
lines connecting them 
to local operations 
rooms around the 
country) 

Data about network 
usage arrives at 
these data-line 
terminals 

international exchanges and 1500 routes linking 
its UK network to 199 countries overseas. In 
comparative terms, British Telecom's digital 
network is more comprehensive than that of any 
other major operator. 

The processors which control the exchanges 
monitor their performance

. 
and generate data 

detailing the number of calls made, their desti­
nations and duration. This network usage data 
is transmitted to the management centre at five 
minute intervals to tell managers how the net­
work is performing and is essential for network 
control and planning. It allows managers to spot 
routes on which call growth is likely to outstrip 
capacity, so that early action can be taken to 
provide extra equipment in good time. 
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The data is available only as a result of 
modernisation. The old electromechanical ex­
changes, which BT is now replacing as rapidly 
as it can, worked in isolation. Each was respon­
sible for checking its own operation and the 
condition of the lines connected to it. There was 
no overall picture of the state of the network, 
except in retrospect. 

The volume of data collected from the network 
is huge. In each 5 minute period, 4 Mbytes of 
data arrive at the centre. The data forms the basis 
for displays on the video wall of maps of the UK 

and other parts of the world, along with data 
tables, events diaries, incident reports and other 
information, which give up-to-the-minute pictures 
of how the network is performing. Where the data 
indicates a potential problem, the relevant route 
is flashed up in colour on the appropriate map on 
the video wall. Different colours signify the 
degree of severity of the trouble. 

At their consoles, network managers can call 
up a map of the network, and zoom in on any 
part of it to give them a detailed view of what 
is happening in that locality. 

Similar facilities also extend monitoring to 
the nine 5ESS switches which make up the 
digital derived services network, which supports 
BT's LinkLine, Advanced LinkLine and Call­
Stream services. 

Software enhancements are now being de­
veloped to allow BT's local AXEIO digital 
exchanges to be monitored from the worldwide 
centre. By 1995, there will be about 150 AXElO 
processor sites under the centre's control. 

However, managers at the Worldwide Net­
work Management Centre are able to control all 
the exchanges in the network. This allows them 
to change the way the exchanges handle calls to 
overcome congestion or remove from the net­
work calls which would fail. 

The centre also manages network outage­
the failure of transmission links resulting, for 
example, from damage by trenching or other 
excavations. More than 10% of BT's long­
distance transmission network is kept instantly 
available on stand-by for such situations, bene­
fiting private circuit customers as well as users 
of the public network. 

When a live system fails, an alternative path 
is created by patching together appropriate sec­
tions from this digital service protection network. 
Increasingly, the patching is effected by automatic 
switching to ensure virtually instant service res­
toration. For overseas calls, a service protection 
network is also provided, in collaboration with 
overseas operators, as a safeguard against failures 
of international transmission links. The centre 
directly co-ordinates such restoration activity. 

The centre generates many of the recorded 
service information messages which tell users 
about network situations, such as the new diall­
ing codes for London introduced in May. Later 
this year, it will take over responsibility for the 
speaking-clock announcements. 
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29th European Telecommunications Congress, 
Glasgow, August 1990 

INTRODUCTION 

This year's annual Congress of the Federation of the Telecom­
munications Engineers of the European Community (FITCE) 
was held for the first time in the UK and was hosted by the 

Institution of British Telecommunications Engineers (IBTE). 
Considerable preparatory work is needed to manage the 
financial, human and material resources required to produce 
an event of such magnitude. It was therefore decided almost 
two years ago that Brian Wherry, as Vice-Chairman of IBTE 
and Vice-Presidem of FITCE. should lead a team of IBTE 
members and supporters in ensuring that the first UK FlTCE 
Congress was a success. 

PLANNING 

The immediate issue to be resolved was that of a venue. 
Although many options were feasible, it was decided to hold 
the Congress in Glasgow. Subsequently. it was announced that 
Glasgow had been awarded the accolade of becoming the 
European City of Culture for 1990-a useful spur in the 
promotion of this venue with our European colleagues. The 
choice of Glasgow also necessitated the direct involvement of 
BT West of Scotland District staff for local support. Jn 
particular, Bill Robenson was assigned to help manage the 
numerous detailed arrangements necessary for the smooth 
running of a prestigious conference. 

One of the first problems to be solved was the siting of the 
Congress in Glasgow. A venue was required that would 

accommodate a large audience of over 600 delegates and their 
partners, conference facilities and committee rooms. and have 
the capacity to provide reception and dining facilities. Fortu­
nately, a new hotel complex, The Forum Hotel (latterly 
renamed the Moat House International) was being built close 
to the city centre and alongside the Clyde. During the early 
stages of construction. agreement was reached with the hotel 
management to accommodate the Congress at the hotel. 

As planning for the Congress began to develop, a clear need 
was established for a project management support process. 
Colin Shurrock, Chairman of Council, IBTE, agreed to adopt 
BT's internal project management processes, which became 
very effective in controlling the numerous tasks to be com­
pleted. 

Each Congress is assigned a central theme for debate. This 
year's theme was: 'Networks 2000-Developing Telecom­
munications Networks towards the year 2000, to meet the 
National and Global needs of European Customers, specifically 
in the Fields of: 

• Customer Services. 
• Operational Management Systems. 
• Network Architecture, and 
• Personal Communications.' 

The scope of this theme encouraged a considerable number 
of papers to be offered. To ensure a high standard was achieved 
for presentation at the Congress, it was decided to introduce 
for the first time a paper selection committee which had the 
unenviable task of choosing just 33 papers from a field of 58. 

ARGYLL SUITE 
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Present at the opening ceremony of the FITCE Congress were, left to right, Brian Wherry, Congress 
organiser; Peter Hamelberg, President of FITCE; Iain Vallance, Chairman of BT; 

the Lord Provost of Glasgow, Susan Baird; Ian Lang, Minister of State for Industry and Education; 
and Clive Foxell, President of IBTE 
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One of the BT delegates, Forbes Hamilton, delivering the joint paper 
'Remote Rural Modernisation in the UK' 

Messrs. F. Pllrente and A. Plllamidessi, authors of 
the prize-winning paper 

OPENING CEREMONY 

With all preparations complete, the Congress began with its 
opening ceremony on the morning of 27 August 1990. It 
included welcoming speeches from Clive F oxell, IBTE 
President; Ian Lang, Minister of State for Industry and Edu­
cation; the Lord Provost of the City of Glasgow, Susan Baird; 
Peter Hamelberg, President of F ITCE: and Iain Vallance, BT 
Chairman. 

TECHNICAL SESSIONS 

With the conclusion of the opening formalities, it was quickly 
down to work with the presentation and debate of the technical 
papers. The technical programme was arranged into sessions 
covering the four specific topics of the Congress theme, 
together with an introductory session of keynote papers from 
the UK, Italy, West Germany and the EEC Commission. 

As usual, a strong team of lBTE members presented techni­
cal papers, all maintaining the high standards delegates have 
come to expect from the UK. Six papers were presented 
including two keynote papers: 

Keynote Papers 

'Meeting Customer Needs in a Changing Environment' by 
W. G. T. Jones. 

'Modernisation of the London Network' by W. Medcraft. 
and B. Haigh. 

Session Papers 

'British Telecom's ISDN Implementation' by J. Marshall, 
and F. Welsby. 

'Operation, Administration and Maintenance of Personal 
Communications Services and the Intelligent Network' by 
A. Batten. 

'Deployment Strategies for Transmission Networks Based on 
the Synchronous Digital Hierarchy' by T. Wright. 

'Remote Rural Modernisation in the UK' by F. R. C. 
Hamilton, A. J. McDonald, J. S. Dixon. and S. A. 
Mohamed. 

Each year, a paper from the Congress is awarded the Presi­
dent's prize. The prize-winning paper for this year's Congress 
was 'The New Telecommunications Network: Architecture and 
Development Criteria' by F. Parente and A. Palamidessi from 
SIP, Italy. 
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All but one of the papers presented at the Congress were 
published in the August 1990 special FITCE Congress issue of 
the Journal. 

ROUND TABLE DEBATE 

The technical programme was concluded with a round table 
debate at which leading figures in the European telecommuni­
cations field presented their views for open debate. The debate 
was chaired by Sir Eric Ash, Vice-President of IBTE, and other 
speakers were Robert Faulkner of !Cl, Gert Hausmann of the 
West German Ministry of Posts and Telecommunications. and 
Alan Rudge, British Telecom. The topic for discussion was 

--

ait;..� 
Chairman of the Operational Management Systems Session, 

Joe Dwyer (right), and his assistant, Keith Morgan 
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Round Table in session. From left, Gert Hausmann, Sir Eric Ash, Robert Faulkner and Alan Rudge 

'Are the requirements of the European customers being fully 
anticipated and satisfied by today's response from the telecom· 
munications industry?' All four speakers gave a wide-ranging 
and thought-provoking presentation of their views and concerns 
generating an interesting and enthusiastic debate with the 
delegates. 

TECHNICAL VISITS 

The work of the Congress was also supplemented by a varied 
programme of technical visits. Delegates were able to choose, 
according to their interest, from visits to BT East and West of 
Scotland Districts. Digital Equipment Scotland, Hewlett-Pac­
kard Ltd., GPT. Bank of Scotland. Philips-TMC and BICC­
Brand REX. 

Each of these companies were sponsors of the Congress 
along with Amdahl, AT&T Network Systems UK Ltd .. STC 
pie, Northern Telecom Europe Ltd., and Ericsson. 

CULTURAL PROGRAMME 

In addition to providing a forum for the interchange of technical 
information, a key aim of the FITCE Congress is to provide 
delegates and their partners with an insight to the cultural life 
of the host country. For accompanying partners, a programme 
of visits was arranged throughout the week involving visits to 
Glasgow city centre-its buildings and galleries, to Edinburgh 
and to Loch Lamond. Delegates were also able to sample with 
their partners aspects of Scottish cultural life. The first evening 
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Outgoing FITCE President Peter Hamelberg and new 
President Colin Shurrock 

of the Congress was spent as guests of the Lord Provost and 
Council of Glasgow at a reception at the City Chambers. Guests 
were piped in to the entrance of this imposing Renaissance 
building with its mosaic ceilings, statues and marble staircase. 

One of the world's finest collections of antiques and fine art 
from Europe, the Eastern Mediterranean and China is housed 
in Glasgow at the famous Burrell Collection. The collection 
was the venue for FITCE guests to appreciate some of the 
considerable historical artefacts Glasgow has been able to 
exhibit at its museums and galleries. Further classical appreci­
ation was also provided by an evening at the opera with a 
performance of Puccini's Tosca. 

Finally, a short visit to Blair Castle in Perthshire was 
provided where an exhibition of the latest digital telecommuni­
cations systems and their applications in the Scottish Highlands, 
organised by BT's North of Scotland District, was displayed. 

FITCE GENERAL ASSEMBLY 

The concluding event of the Congress is the General Assembly 
of FITCE, which this year was of particular interest to IBTE 
delegates. In recognition of his many years of resolute effort 
on the FITCE Comite de Direction, Brian W herry was awarded 
Honorary Membership of FITCE, a recognition warmly ap­
preciated by delegates. The election of members of the Comite 
de Direction of FITCE also takes place at the General Assem­
bly. Peter Hamelberg of the Netherlands has been President of 
FITCE for the last two years. His tenure of office came to an 
end at the end of the Congress, and he handed over his chain 
of office to his successor, Colin Shurrock. Peter was given a 
warm send off from the delegates. Finally, Chris Seymour was 
elected as the UK member on the Comite de Direction, together 
with Andy Yaldar as his deputy. 

CONCL USION 

At the end ·of both an interesting and exhausting week, it was 
pleasing for IBTE delegates to receive the congratulations of 
European colleagues for providing, at its first attempt, a most 
successful Congress. The technical papers had been well 
received, the selection process proving its worth. All the 
supporting activities had been effectively managed with few 
problems, and even the weather went according to plan! High 
standards were achieved and our customers were satisfied. 
Next year's Congress will be held at Strasbourg. Our best 
wishes go to the French national association, who will host the 
Congress. 

R. A. WARD 
Member of the FITCE Congress Organising Commiuee 

Chairman, IB"fE Lanes and Cumbria Cemre 
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THE INSTITUTION OF 

BRITISH TELECOMMUNICATIONS 

ENGINEERS 

(Founded as the Institution of Post Office Electrical Engineers in 1906) 

General Secretary: Mr. J. H. lnchley, NPW9.3.P, ICl8, The Angel Centre, 403 St John Street. �ondon ECIV 4PL; !elephone 071-239 1912. 
Membership and other queries should be addressed to the appropriate Local-Centre Secretary as listed on p. 222 of this issue of the Jo11mal. 

NEW IBTE PRESIDENT 

The IBTE's new President is Dr. Alan Rudge. o.B.E .. F.ENG . . 

F.l.E.E .. F.l.E.E.E .. F.R.S.A., Managing Director, BT Development 
and Procurement. The formal transfer of the lBTE Presidency 
from Clive Foxell was made at the Jouma/'s award ceremony, 
which took place on 26 September 1990 at the BT Marketing 
Prototype Centre in London. 

Alan Rudge became Managing Director Development and 
Procurement for British Telecom in April 1990. Born in 
London in 1937, he received his formal engineering training 
at the London Polytechnic and the University of Birmingham, 
where in 1968 he obtained his Ph.D. in Electrical Engineering. 
After spending several years at IIT Research Institute in the 
United States. he returned to the UK to join the academic staff 
of the University of Birmingham. 

In 1974, he joined ERA Technology Ltd, becoming a 
Director in 1979; he was appointed to the position of Managing 
Director later that year. He joined British Telecom in January 
1987 as Director, Research and Technology. In April 1988, he 
was appointed to the British Telecom Management Board and 
in 1989 to the Main Board as Group Technology and Devel­
opment Director. In April 1990, he was appointed Managing 
Director of the newly created Development and Procurement 

Alan Rudge, new IBTE President 
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Division and his responsibilities were extended to include 
Group-wide responsibility for Information Technology. Com­
puting and Procurement in addition to Technology and Devel­
opment. With more than 13 OOO staff the Development and 
Procurement Division provides the Group's Computer Oper­
ations, Information Systems Development. Network Technol­
ogy, Advanced Applications and Services Developm��l and 
Procurement Services which acquire more than £2 b1lhon of 
equipment annually. 

Dr. Rudge has served on a number of research advisory 
bodies in the UK including the Cabinet Office Advisory 
Committee on Science and Technology, the CBI Research and 
Manufacturing Committee and the DTI IT Advisory Board. He 
is a visiting Professor and external examiner at the University 
of London, a Vice-President of the Institution of Electrical 
Engineers and a past Member of the Council of the Fellowship 
of Engineering. He was awarded the OBE in 1987. 

Clive Foxell took over as President of the Institution on the 
retirement of Ron Back in May 1988. He took an active role 
from the start, responding to the difficulties IBTE were then 
facing in a totally positive and supportive way. He was 
instrumental in creating the President's Advisory Group. 
pulling together members of the main BT Board and all the 
senior engineering managers throughout British Telecom. 
which has proved invaluable in demonstrating BT's support for 
lBTE, as well as generating new ideas and impetus. 

Clive further demonstrated his commitment to the Institution 
by his active and enthusiastic involvement in the first IBTE 
Congress, presiding over, and participating in, the activities 
and at the dinner. His recent participation in the FITCE 
Congress in Glasgow, where he represented the IBTE, paid 
further testimony to his commitment to the aims and objectives 
of the Institution. He has been an invaluable friend to the 
Institution, and we are grateful to him for all he has done for 
us. 

IBTE TIES 

IBTE ties are now available in a choice of two designs and in 
two materials: polyester, priced at £4 ·00 each, and silk. priced 
at £ 13 · 50. Order forms are available from Local-Centre 
Secretaries. 

IBTE LOCAL-CENTRE PROGRAMMES. 1990-91 

Aberdeen Centre 

Meetings (except for March) will be held in CCC, 9 Bridge 
Street, Aberdeen. commencing at 14.00 hours. 

4 December 1990: Inside the Black Box-Energy Managemenr 
Systems by S. Brewis. 
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8 January 199 l: British Rail Signalling Systems (developments 
from past to present day) by C. Leterche, British Rail, S & T 
Engineering, London. 

5 February 1991: A Glimpse of the Future-An insight into 
Martlesham by Dr. T. Rowbotham, Director Networks Tech­
nology. 

20 March 1991: Joint meeting of all Scottish Centres and North 
East Centre in Edinburgh. Talk by Bruce Bond, BT Group 
Products and Services Director. 

East of Scotland Centre 

Except where stated, meetings will be held in Room 340/1/2, 
Telephone House, 356 Gorgie House, Edinburgh. 

23 November 1990: Future Services on System X by A. 
McCulloch, GPT. Commences at 12.00. 

20 March 1991: Joint meeting of al1 Scottish Centres and North 
East Centre in Edinburgh. Talk by Bruce Bond, BT Group 
Products and Service:oi Director. 

East Anglia Centre 

21 November 1990: The Network by K. Ward, Chief Network 
Engineer, BTUK. To be held in 3rd Floor, Conference Room, 
St Peter's House, Colchester, 12.30-14.30 hours. Buffet lunch 
at 12.00 hours. 

16 January 1991: Three short papers by Members. To be held 
in Committee Room No. 1, Civic Centre, Victoria Avenue, 
Southend-on-Sea, 14.00-16.00 hours. 

20 February 1991: Links Around the World by A. Booth, 
Managing Director, British Telecom International. To be held 
at Lecture Theatre No. 5, Essex University, Colchester, 
14.00-16.00 hours. 

20 March 1991: Quality in Engineering by R .  Mackrill, 
Operations Director, Lotus Cars. To be held in The Music 
Room. Assembly House, T heatre Street, Norwich, 
14.00-16.00 hours. 

17 April 1991: Joint meeting with Bletchley South Midland 
Centre by Dr. A. Rudge, Managing Director Development and 
Procurement, BT_ To be held in The Council Chamber, The 
Guildhall, Cambridge. 14.00-16.00 hours. 

East Midlands Centre 

16 January 1991: OS.CA. Structured Wiring by M. Leah. To 
be held at Nottingham University, commencing at 14.00 hours. 

20 February 1991: Nettt-•ork Forufn by A. Harris, EMD/E. To 
be held at Leicester University, commencing at 14.00 hours. 

13 March 1991: Works Management Programme by D. Beattie, 
FOS/WM. To be held at Nottingham u

·
niversity, commencing 

at 16.00 hours. 

London Centre 

23 November 1990: Project Management by Linda Ward, 
BTUK Programme Office Controller. To be held at Assembly 
Rooms, Fleet Building, 40 Shoe Lane, London EC2V 3DD, 
commencing at 12.45 hours, buffet from 12.30 hours. 

8 December 1990: Family Christmas Lecture-A Man for afl 
Seasons by Bill Giles, BBC Weather Forecaster. To be held at 
The Institution of Electrical Engineers, Savoy Place, London 
WC2. Morning session: l l .00 hours; afternoon session: 14.30 
hours. Refreshments available 30 minutes before each session. 
Admission strictly by ticket. Free tickets can be obtained by 

application in writing to: 1990 Christn1as Lecture Office. Room 
445. Williams National House, 11-13 Holborn Viaduct, 
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London ECIA 2AT., enclosing a self-addressed envelope to < 

office address. 

Liverpool Centre 

Except where stated, all nleetings will be held at the Bradfo 
Hotel, Tithe Barn Street, Liverpool, commencing at 14.( 
hours. 

21 November 1990: Derived Services-The t:volving 1'1etwo 
by K. Tabor. 

16 January 1991: Joint meeting with Manchester and Lan 
and Cumbria: Evolution of Worldwide Networks by A .  Boot 
Managing Director, Worldwide Networks. To be held in tl 
UMIST Building, London Road, Picaddilly, Manchester, cot 
mencing at 13.30 hours. 

14 March 1991: The Battleground of the 90s by A. Kan 
Director Operations (North) Worldwide Networks. 

15 May 1991: A Glimpse of the Future by Dr. T. Rowbottm 
Director Networks Technology, BT Development and Procu1 
ment. 

Martlesham Heath Centre 

Meetings will be held in the John Bray Lecture T heatre, Briti 
Telecom Research Laboratories, Martlesham Heath, commer 
ing at 16.00 hrs. 

13 November 1990: The Development of the Harrier Family 
Aircraft by J. F. Farley, BAE (retired). 

20 November 1990: The Home of the Future by Dr. T. F. Sm: 
and G. Hudson, British Telecom Research Laboratories. E 
trance by ticket only (available from Martlesham Heath St 
retary). 

North Downs and Weald Centre 

Except where stated, meeting will be held in Medway Suite 
Crest Hotel, Maidstone Road, Chatham commencing at 14. 
hours. Refreshment.:; from 13 .00 hours. 

20 November 1990: Other Licensed Operators by M. Ell 
and T. Sharp. 

6 December 1990: Highways Pianning (roads etc.) by 
Martin-Royle, Core MFCP Manager. To be held in the Sterli 
Suite, Crest Hotel, Maidstone Road, Chatham. 

16 January 1991: Health and Safety Executive by S. J. Banfie 
Principal Inspector. 

19 February 1991: Fibre Access Network by P. Allen. Manag 
Access Division, BTUK. 

19 March 1991: Oswestry Network Operation Centre-TI 
by R. Grovc5. 

North East Centre 

Except where stated, all meetings will be held at the Nevi 
Hall, Newcastle, commencing at 14.00 hours. 

4 December 1990: Jelecomfnunications Networks-Match1 
Technology Push to Customer Pull by Dr. D. Leakey, Ch 
Scientist, BT. 

5 February 1991: Forum for Local P.apers. 

6 March 1991: El:ternal Plant Research at Manlesham by 
Haley, T. Leaver and A. Warner, British Telecom Reseai 
Laboratories. 

9 April 1991: Forum for Local Papers. 
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Northern Ireland Centre 

Except where stated, all meetings will be held at the BTNI 
Business Centre, Dial House, Belfast, commencing at 12.00 
hours. 

14 November 1990: District Network Management by G. 
Geninby, British Telecom Northern Ireland. 

5 December 1990: The STAR Programme in Northern Ireland 
by I. Russell, British Telecom Northern Ireland. 

9 January 1991: SCOUR by R .  Alexander, British Telecom 
Northern Ireland. 

6 February 1991: Site Visit to Royston House by C. Moore, 
British Telecom Research and Technology. 

6 March 1991: Worldwide Nern:ork Organisation by A. Kane, 
Director, Operations (North), Worldwide Networks. 

Severnside Centre 

Except where stated. all meeting will be held at Nova House, 
Bristol, commencing at 14.15 hours. 

6 February 1991: Personal Communications by T. Legood, 
Customer Service Manager, Wales and West. 

6 March 1991: Business Co,nmunications by D. Knowles, 
Customer Service Manager Midlands. Wales and West. 

3 April 1991: Derived Services-The Evolving Network by K. 
Tabor, Networks Operations Support Manager. 

South Downs Centre 

All meetings will be held at the Lecture T heatre, Central 
Library, Richmond Road, Worthing, commencing at 12.45 
hours. Refreshments fro1n 12.00. 

13 November 1990: Two Lectures: Timberlined Tunnels b y  
J .  Wallis, South Downs External Contracts Manager; and 
Visibly under Control by A. Yates, South Downs Project Office 
Manager. 

11 December 1990: Major Custotner 's Needs-A Customer's 
Viewpoint by P. Smith, Manager, Communications Services, 
Sun Alliance. 

8 January 1991: HF Marine by R. Struzyna, General Manager 
Technology, BT Marine. 

12 February 1991: Two Lectures: Synthesised Speech Systems 
by P. Martin. South Downs Manager Test Equipment Design 
Centre; and South Downs Faces its Public by K. Hick, South 
Downs Public and Media Relations Manager. 

19 March 1991: lJF's Strategic Direction by R. Marriott, 
Director Corporate Strategy. 
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West Midlands North Centre 

Meetings will be held at British Telecom Technical College, 
Stone. 

19 November 1990: Telecommunications Network-The Next 
Decade by Dr. D. M. Leakey, Chief Scientist, BT. Commences 
at 13 .45 hours. 

IO December 1990: Combined IEE/IBTE Lecture : Solar En­
ergy and its Applications by Prof. D. Hi11, President UK Solar 
Energy Society. Commences at 18.00 hours. 

2 1  January 1991: The Challenge of the 90s by L. Stanage, 
Director Operations, CSWE & Vi'. Commences at 13.45 hours. 

26 February 1991: A Glimpse of the Future by Dr. T. 
Rowbotham, Director Networks Technology, British Telecom 
Research Laboratories. Commences at 13.45 hours. 

11 March 1991: What will be my role in 19927 by Marion 
McCrindle, Customer Systems-Commercial Unit. Commen­
ces at 13.45 hours. 

West Midlands South Centre 

14 November 1990: Coventry Cable 7V by M. Wall and M. 
Preedy, BT Coventry Cable. To be held in 3rd Floor Conference 
Room, The Telecom Centre, Little Park Street Coventry. 
Commences at 19 .00 hours. Refreshments from 18.30 hours. 

4 December 1990: Faraday Lecture: Lodestones to Load 
Carriers by Universities of Bath and Essex. To be held at the 
Arts Centre, University of Warwick Coventry. Afternoon/eve­
ning lectures by ticket only. For further information contact 
Local-Centre Secretary. 

Westward Centre 

All meetings will commence at 12.00pm with refreshments 

13 February 1991: Energy on the Network by S. Long, 
Westward District Power and Building Engineering Service 
Manager. To be held in the Board Room, Telephone House, 
Plymouth. 

13 March 1991: The Challenge of rhe 90s by L. Stannage, 
Operation Director Worldwide Networks South. To be held in 
Conference Room, Exbridge House. Exeter. 

Yorkshire and Lincolnshire Centre 

2 2  November 1990: The North East NOUby R. S. M. Tranto. 
To be held at the Congreve Room, West Yorkshire Playhouse, 
Leeds. Commences at 13.00 hours. 
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LOCAL-CENTRE SECRETA R IES 

The following is a list of Local�Centre Secretaries, to whom enquiries about the Institution should be addressed. 

Centre 
Aberdeen 

East Anglia 

East Midlands 
East of Scotland 

Lanes and Cumbria 
Liverpool 

London 

Manchester 

Martlesham Heath 

North Downs and Weald 

North East 

North Wales and the Marches 

Northern Ireland 

Severn side 

Solent 

South Downs 

South Midlands 

South Wales 

Thameswey 

West Midlands (North) 

West Midlands (South) 

West of Scotland 

Westward 

Yorkshire and Lincolnshire 

Local Secretary 
Mr. A. T. Mutch 

Mr. T. W. Birdseye 

Mr. D. H. Bostrom 
Mr. G. Neilson 

Mr. A. J. Oxley 
Mr. D. Bowe 

Mr. A. Oodan 

Mr. J. M. Asquith 

Mr. M. Shaw 

Mr. N .  Sn1ith 

Mr. P. L. Barrett 

Mr. P. C. Clay 

Mr. D. S. Elliott 

Mr. I. Davies 

Mr. D. Henshall 

Mr. C. J. Mayhew 

Mr. J. Coley 

Mr. P. F. Coleman 

Mr. R. D. Hooker 

Mr. R .  J. Piper 

Mr. G. R. Chattaway 

Mr. L. M .  Shand 

Mr. R. Rand 

Mr. S. Wood 

Address and Telephone Number 
British Telecom, D2.2.4 New Telecom House, 73-77 College Street, 
Aberdeen AB9 IAR. Tel: (0224) 753343. 
East Anglia District NLl.5.3, Telephone House, 45 Victoria Avenue, 
Southend-on-Sea, Essex SS2 6BA. Tel: (0702) 373337. 
104, 200 Charles Street, Leicester LEI IBA. Tel: (0533) 534212. 
British Telecom East of Scotland District, NS65, Telephone House, 
357 Gorgie Road, Edinburgh EH 11 2RP. Tel: 03 I -345 344 l .  
SM4, BMC, North Street, Preston PRI IBA. Tel: 0772 265419. 
British Telecom Liverpool District, EN42, 3rd Floor, Royal ATE, 100 
Wood Street, Liverpool LI 4DH. Tel: 051- 229 3723. 
British Telecom, NSET 6.1.3, Room 445, Williams National House, 
11-13 Holborn Viaduct, London EC.IA 2AT. Tel: 071- 356 9191. 
British Telecom, NE20, lrwel1 House, 19 Chapel Street, Salford 
M3 7BA. Tel: 061-600 5171. 
RT5241, MLB/3/50, British Telecom Research Laboratories, 
Martlesham Heath, Ipswich !PS 7RE. Tel: (0473) 645594. 
British Telecom, NP4, Telephone House. Rheinu; Way, Canterbury, 
Kent CTI 3BA. Tel: (0227) 474594. 
British Telecom North East. EP38, Swan House, 157 Pilgrim Street, 
Newcastle-upon-"fyne NEJ !BA. Tel: 091-261 3178. 
N4.4.3, Communication House, Harlescott Lane, Shrewsbury 
SY 1 3AQ. Tel: (0743) 274353. 
BTNI/ND26, Churchill House, 20 Victoria Square, Belfast BT I 4BA. 
Tel: (0232) 240353. 
EP58, Telephone House, Queen Charlotte Street, Bristol BSI IBA. 
Tel: (0272) 206701. 
BE33, Solent District Office, Telephone House, 70-75 High Street, 
Southampton S09 lBB. Tel: (0703) 823421. 
British Telecom South Downs District Office, EDS, Grenville House, 
52 Churchill Square, Brighton, BN I 2ER. Tel: (0273) 225030. 
British Telcom, LNI 15, Telephone House, 25-27 St. Johns Street, 
Bedford MK42 OBA. Tel: (0234) 274849. 
British Telecom South Wales, District Engineering Office, WP6, 25 
Pendywallt Road, Coryton, Cardiff CF4 ?YR. Tel: (0222) 691622. 
Thameswey District Head Office. DN4.3, Telecom House, 49 Friar 
Street, Reading, Berkshire RGI IBA. Tel: (0734) 501754. 
c/o Mr. P. L. Field, BT Technical College, Stone, Staf fordshire 
S T 15 ONL. Tel: (0785) 813483. 
British Telecom, WMD/EME24. Telecom Centre. Little Park Street, 
Coventry CV! 2JY. Tel: (0203) 228396. 
TSO/Sl .3.6, Dial House, Bishop Street, Glasgow G3 SUE. 
Tel: 041-221 1585. 
British Telecom, NP2, Exbridge House, Commercial Road, Exeter 
EX2 4BB. Tel: (0392) 212681. 
SOl4, Bradford CTE, Sharpe Street. Bradford BD5 OQJ. 
Tel: (0274) 375950. 

ASSOCIATE SECTION INTER-DISTRICT COMMITTEE CONTACT POINTS 

The following is a list of Associate Section lnter�District Committee contact points to whom· enquiries about the Associate Section 
should be addressed. 

Inter-District Committee 

East 
London 
Midlands 
North East 
North West 
Northern Ireland 
Scotland 
South East 
South West 
Wales 
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Contact 
Mr. T. Turner 
Mr. J. Tythe 
Mr. J. Sansom 
Mr. K. W halley 
Mr. R. Craig 
Mr. R Gamble 
Mr. K. McMonagle 
Mr. M. Harvey 
Mr. J. R. Dymott 
Mr. F. Brown 

Telephone Number 
(0345) 333 I 11 (pager no. 0774759) 
081-804 2400 Extn. 347 
(0604) 35999 
(0642) 3 !0937 
(0772) 267236 
(0232) 621421 
041-220 3552 
(0424) 435437 
(0202) 206497 
(0952) 49886 
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Journal Award Scheme 

British Telecommunicario11s Engineering is an imponant record 
by which the membership of the Institution of British Telecom­
munications Engineers (IBTE) and others can keep abreast of the 
various items of interest in telecommunications engineering. 

To encourage the readers in furthering the role of the 
Journal, and to give authors due recognition for an outstanding 
contribution, the Board of Editors has introduced an award 
scheme. Prizes will be awarded to the authors of papers which, 
in the opinion of the Board, demonstrate excellence in content 
and presentation and which enhance the quality and range of 
contributons published. Each year, a prize will be awarded for 
the best article published in a complete volume, together with 
a number of prizes for runners-up. 

To initiate the scheme, the Board of Editors has reviewed 
all the articles in Volume 8 of the Journal, spanning the four 
issues from April 1989 to January 1990, and has awarded prizes 
to the authors of four articles. The authors received their prizes 
from Dr. Alan Rudge, the Institution's new President, at a 
special reception held on 26 September 1990 at the BT 
Marketing Prototype Centre in London. 

The prize for the best overall paper went to Don Clow for 
his article 'Rising Groundwater in Urban Areas-Implications 
for British Telecom'. Mr. Clow received a crystal bowl 
inscribed with the IBTE's insignia and a cheque for £250. 

His article described the results of a study into the effects 
of the reduction of abstraction of water from beneath London 
which is causing groundwater levels to rise rapidly towards the 
natural level. This rise could have undesirable consequences 
on buildings, tunnels and underground ducts and jointing 
chambers. The article outlined the reasons for the changes in 
groundwater level and made a preliminary assessment of the 
effect on structures. 

Mr. Clow, a Head of Section in the Power. External Plant 
and Cable TV Division of BTUK dealing with the civil 
engineering aspects of BT's underground network, has written 
several articles for the Journal during his career. He has been 
collecting together a complete set of back issues of The Post 
Office Electrical Engineers' Journal and British Telecommuni­
carions Engineering from the first issue in April 1908. The 
opportunity was taken to present Mr. Clow with the one 
remaining issue to complete his collection. 

Three runner-up prizes were awarded comprising glass 
paperweights inscribed with the IBTE's insignia, together with 
cash awards of £50. 

John Bowen received a runner-up prize for his article 'Main 
Distribution Frames' published in the April 1989 issue. Mr. 
Bowen's article examined the requirements for distribution 
frames together with their applications. Before his retirement 
from BT earlier this year, Mr. Bowen was with BT Fulcrum 
assisting with the launch and technical support for the COSMIC 
family of modular distribution frames. 
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Authors at the Journal's award ceremony pictured with 
Colin Shurrock (centre), Chairman of Council, IBTE 

(Left to right: Dennis Crowe, John Bowen. Colin Shurrock. Don Clow, 
and Alistair McLeod) 

The second runner-up prize was awarded to a team of four 
authors, Ivan Boyd, Chris Southcott, Dennis Crowe and Peter 
Bolingbroke, for their article 'Speech Codec for the Skyphone 
Aeronautical Telephone Service' in the July 1989 issue. Their 
article gave a brief description of the Skyphone aeronautical 
telephone service, and the factors which influence the speech 
codec design, and described the codec designed by British 
Telecom Research Laboratories (BTRL) which was selected 
from various speech codecs proposed by companies from 
several different countries for use in the service. 

Ivan Boyd is a Head of Group in the Speech and Language 
Processing Division of BTRL working on research into low-bit­
rate speech coding. Chris Southcott heads a section at BTRL 
researching speech analysis, speech synthesis and speech coding. 
Dennis Crowe works in a network modelling group at BTRL, 
specialising in the development of quality assessment methods 
for low-bit-rate codecs. Peter Bolingbroke, from British Telecom 
International, is involved with the systems engineering of BT's 
mobile satellite services, and has been involved from the outset 
with the technical development of the Skyphone system. 

Finally, Alistair McLeod, Head of Section in the Network 
Engineering and Standards Division, BTUK, responsible for 
numbering policy and standards, received a runner-up prize 
for his article 'Numbering in Telecommunications' published 
in the January 1990 issue. His article reviewed the application 
of numbering in telecommunications networks, considering in 
particular the influences on the evolution of the numbering plan 
for the switched telephony service. 
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Book Reviews 

SPC Digital Telephone Exchanges 

F. J. Redmill, and A. R. Valdar. 

Peter Peregrinus. xi+497 pp. 230 ills. £55·00. 

ISBN 0-86341-147-9. 

This book contains an excellent treatment of stored- program 
control (SPC) digital telephone exchanges set within the context 
of modem telephony, and positioning the exchange as an 
integral part of the network. It is logically structured in four 
main parts, building on the foundations of the first part which 
deals with the fundamentals of telephony and introduces the 
concepts of SPC digital switching. 

The second pan deals with digital switching in depth not 
only dealing With system and architecture, but also including 
aspects influenced by the network, such as the customer and 
network line interfaces. how signalling is handled and network 
synchronisation. The authors admit that there is no standard 
architecture for digital exchanges but usefully describe the main 
differences between most of the major manufacturers' current 
systems. 

The stored program control of digital exchanges is given 
exhaustive treatment in the third part of the book. The coverage 
ranges from data structures to the various software functions 
and how they are translated into software processes including 
the use of the specification and description language for the 
design of software. Important issues of software reliability, 
maintainability and management are also dealt with. 

The last pan of the book recognises that the main advantages 
of digital switching occur when integrated in a digital trans­
mission environment using common-channel interprocessor 
signalling as an integrated digital network. It therefore contains 
useful information on network and operational aspects includ­
ing network control, the common network and access signalling 
systems, planning considerations and the integrated services 
digital network (ISDN) with its use for new services. 

Overall a well written book which provides a useful intro­
duction to SPC digital switching for the novice but, for the 
informed reader, is a good source of detail on the topic with 
comprehensive references supporting each chapter for more 
exhaustive research. The relationship between the switch and 
network is particularly well addressed. It has a readable style 
of presentation which guides the reader logically through the 
contents, each chapter having an introductory section that 
describes its contents and positioning within the structure of 
the book. 

Although giving the reader a tantalising glimpse of how 
digital switching may develop within the context of the intelli­
gent network and variable-bit-rate switching using ATM tech­
niques, the book would be more rounded had these topics been 
explored in more depth. Supplementing the network manage­
ment description in terms of standard architectural models such 
as ONA-M and more detailed treatment of exchange dimen­
sioning would also have been beneficia1. However, the book 
contains firm and enduring foundations for exploring these 
issues and is a worthy successor to 'Herbert and Proctor' and 
'Atkinson' as a standard switching text. 

K. E. WARD 

Editorial Note: This book is available on loan from the IBTE 
Library. 
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Telecommunications Engineering (second edition) 

J. Dunlop, and D. G. Smith. 

Van Nostrant Reinhold (International), xix+508 pp. 319 

ills. £16·95. 

ISBN 0-278-00082-7. 

The first edition of this textbook, published in 1984, was 

intended to provide a broader than normal overview of 
telecommunications engineering, both for undergraduate stu­
dents who will not need to delve deeper, and as a firm 
foundation for telecommunication speciahsts. The second edi­
tion maintains these objectives, while updating the coverage of 
digital signalling and telephony, adding coverage of packet 
switching networks and satellite communications, and correc­
ting minor errors elsewhere. The reader is assumed to know 
at least the basic concepts of electronic engineering, electro­
magnetic theory, probability theory and differential calculus. 

The book is well designed, with clear text and illustrations, 
and has an extensive content.;; list which refers to both chapters 
and sub-chapters. Abbreviations arc explained in the text when 
they are first encountered. Its 14 chapters cover the following 
topics: signals and channels, analogue modulation theory, 
discrete signals, noise in analogue and digital communication 
systems, high-frequency transmission lines, antennas, active 
and passive microwave devices, telephony, television systems, 
optical-fibre communications, packet switched networks, and 
satellite communications. 

Each chapter relies heavily on mathematical formulae to 
define the performance of the circuitry being described, and 
concludes with a brief synopsis and a selection of problems 
and answers. 

Despite the wide-ranging coverage, there are still some 
surprising omissions. For example, no mention is made of 
stereo broadcasting (radio or television), satellite broadcasting, 
high-definition television, customers' telecommunications 
equipment such as PABXs, telephones or facsimile machines, 
the Telex network, radiopaging network, packet switching 
systems, or the integrated services digital network, while the 
digital cellular radio network is only described briefly as a 
future system with many technical problems. 

Inevitably, in a book of this nature, a specialist will accuse 
the authors of perpetrating minor errors within his subject of 
expertise. In my case, I noticed that the telephony chapter quotes 
GSCs, DSCs and MSCs as current UK terminology, that the 
explanatory call set-up sequence gives number unobtainable 
tone rather than equipment engaged tone on failing to find a 
free switching path, and that the call clears down when the 
called party clears rather than the calling party. However, this 
does not seriously damage its overall worth as an undergrad­
uate's set hook_ 

Despite the extensive mathematical treatment, the book 
provides an excellent reference book to modern telecommuni­
cations technology. 

C. J. J. EVANS 
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IBTE Business Game 

On 1 October, information to enable work to begin on Stage 1 
of the first IBTE Business Game was sent to Local-Centre 
Secretaries. 

More than 75 teams have been entered for the first stage, 
which requires the team to produce a strategy paper describing 
how they propose to meet the telecommunications needs of 
'Utopia', the subject of al1 stages of the game. These strategies 
will be evaluated by the Local Centres, and a winner and 
runners-up for each Centre will be advised to the game 
manager, Len Weller. 

Each Centre winner and a number of the best runners-up 
will then progress to the next stage, which is to produce, by 
means of computer simulation, a plan to build/modernise a 
network to serve Utopia. This stage will commence in the first 
week of November. Unfortunately, it has not proved possible 
to support more than 30 teams in the second and third stages 
of the game, so a number of teams will have to fail at the first 
hurdle. Our thanks and commiserations go to those who prove 
unsuccessful-we hope they will try again next year. 

The date for completion of Stage 2 will be by 20 December, 
at which point each team will submit to the game manager a 

Notes and Comments 

INCREASE IN SUBSCRIPTION RATES-EXTERNAL 

CU STOMERS 

As previously announced with the FITCE Congress special 
issue of the Journal, the subscription rates for the Journal to 
external customers (that is, not employees of  British Telecom 
or The Post Office) will increase from the January 1991 issue. 
However, the postage and packaging elements of the new rates 
previously quoted have been reviewed and revised downwards. 
The new rates are: price per copy: £2·50 (£3·00 including 
postage and packaging UK; £4 ·00 including postage and 
packaging overseas); one year's subscription: £12 ·00, UK; 
£ 16·00 overseas. Overseas customers can pay by sterling drafts 
drawn on London. Because of high bank charges, payments in 
US dollars cannot be accepted. 

CONTRIBUTIONS TO THE JOURNAL 

Contributions of articles to British Telecommunications Engin­
eering are always welcome. Anyone who feels that he or she 
could contribute an article (either short or long) of technical, 
managerial or general interest to engineers in British Telecom 
and the Post Office is invited to contact the editors at the address 
given below. The editors will always be pleased to give advice 
and try to arrange for help with the preparation of an article if 
needed. 

Guidance for Authors 

Some guidance notes are available to authors to help them 
prepare Journal articles in a way that will assist in the 
uniformity of presentation, sirnplify the work of the Journal's 
editors, printers and illustrators, and help ensure that authors' 
wishes are easily interpreted. Any author preparing an article 
is invited to write to the Editorial Office, at the address given 
below, to obtain a copy. 
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Financial Authorisation Committee (FAC) paper-a submission 
for financial authority to build the network for Utopia. This 
will be accompanied by a copy of the computer data disc. 

Stage 3 then commences with 'FAC agreement', published 
on 25 January, after which the teams will adopt the roles of 
directors of the company and run the business, again by 
computer simulation, for a number of 'years'. The performance 
of the teams will be judged on their ability to meet business 
targets, deliver an acceptable quality of service while achieving 
the best possible share price. The three most successful teams 
will then be invited to London to present director's reports to 
the 'company's AGM' and answer questions from a panel of 
experts, which we hope will include Mike Ben. 

Performance in each stage of the game, together with 
performance at the 'AGM' will determine first, second and 
third places. The three teams will then be invited to attend the 
IBTE Dinner on 29 May 1991, where they will receive their 
awards. 

JON INCHLEY 

/HfE Secretary 

All contributions to the Journal must be typed on one side 
only of each sheet of paper, or they can be submitted on 
IBM-compatible disc. As a guide, there are about 750 words 
to a page, allowing for illustrations, and the average length of 
an article is about six pages, although shorter articles are 
welcome. Contributions should preferably be illustrated with 
photographs, diagrams or sketches. Each diagram or sketch 
should be drawn on a separate sheet of paper; neat sketches 
arc all that is required. Photographs should be clear and sharply 
focused. Prints should preferably be glossy and should be 
unmounted, any notes or captions being written on a separate 
sheet of paper. Good colour slides can be accepted for 
black-and-white reproduction. Negatives are not required. 

It is imponant that approval for publication is given at 
organisational level 5, and authors should seek approval, 
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The FL05A is the new high wavelengths (1300nm & I 550nm) 
performance OTDR that was for single mode fibre testing and 
designed specifically to conform to can be programmed to meet very 
a demanding BT specification specific tasks with its powerful 
meeting the needs of British password-protected software. 
Telecom Engineers. But this is no delicate piece of 

This ultra high resolution sophisticated laboratory 
machine has a market-leading equipment. It was developed and 
optical performance with an equipped to be used in the field 
unequalled dead zone of only 5 and is built to withstand the rough 
metres and a total range of up to treatment it will receive in tough 
40 kilometres. environments. 

The Rough& 
the Tumble. 

,I} J 
The minimum pulse widt�,J�,J})' 

of 2.5 nanoseconds gives a· , ,,, 
two-point resolution of half1 

;r>, 
a metre, making it ideal � 
for front end testing. 

The FL05A is 
equipped with 
switchable dual 

To find our more about chis new inscrumenr and rhe capabiliry behind ic conract:-

Fiberoptic Transmission Technology Limited 
Listerhills Science Park. 20-26 Campus Road, Bradford, BD7 IHR. West Yorkshire. 
Tel: 0274 730161 Fax: 0274 730130 
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